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Chapter 1

Introduction
Nowadays the study of planet formation attracts particular attention in astrophysics since the recent
discovery of extrasolar planets (e.g., Marcy and Butler, 2000). Up to now (September 2004) more than
100 exoplanets orbiting solar-like stars have been detected, with masses ranging from one Neptune
mass to ten Jupiter masses and average star-planet distances between ∼ 1% and a factor of 3 that of
the Sun-Earth separation (e.g., Butler et al., 2004; Jones et al., 2002; McArthur et al., 2004). This is
a strong indication that formation of planets is a common phenomenon which is tightly related to the
more general process of star formation and evolution. However, many details of this process remain
unclear.

Stars form in cold and relatively dense molecular cloud cores via gravitational contraction. A
widely accepted scenario of low-mass (Sun-like) star formation separates four main evolutionary
stages (Lada, 1999). First, a region in a molecular cloud starts to collapse when its density exceeds
a certain critical value due to external factors, and thermal and magnetic pressures cannot counteract
against the gravitation any longer (Class 0 protostar; t = 0). After t ∼ 104-105 years, due to the
conservation of angular momentum, the initially slowly rotating uniform core is transformed into a
young stellar object embedded in a flattened disc-like structure which is further surrounded by an
extended spherical envelope (e.g., Larson, 2003). The intense accretion of matter on the central “star”
leads to the formation of a pair of collimated high-speed polar outflows (Class I object). After about
106 years of contraction, most of the envelope material is accumulated in a dense protoplanetary
disc with mass of about 1% of the solar mass, and the central star becomes visible (Class II source).
Such a young star emits a lot of UV photons and X-rays, thus further modifying the surroundings
(e.g., Waters and Waelkens, 1998). Finally, this prominent disc is entirely dissipated within about 107

years, showing only a small amount of dust and almost no gas (“debris-disc”, Class III object).
It is natural to ask the question in what form almost all matter of the initial disc has been accumu-

lated. It has been proposed that a significant fraction of the matter in the debris-discs might be locked
in large metre- and kilometre-sized planetary bodies (planetesimals) or even planets (e.g., Cameron,
1995). There are some observational hints which support this suggestion (see, e.g., Wahhaj et al.,
2003; Wilner et al., 2002). Therefore, in order to understand the evolutionary scenario of the planet
formation in our Solar system and other systems, it is imperative to study the physics, chemistry, and
dynamics of dust and gas in protoplanetary discs. The main scope of the present thesis is to investigate
the evolution and properties of dust and gas in Class II objects.

What can we learn about these circumstellar discs from observations, laboratory experiments, and
theoretical models?

(Sub-) millimetre observations of molecular emission lines with (arrays of) radiotelescopes are
used to probe the chemical composition, physical parameters, and dynamical properties of the gas in
such systems (e.g., Bujarrabal et al., 1997; Piétu et al., 2003; Thi et al., 2001). However, it is not
possible to extract the full information from these data without a proper modelling of the physical
disc structure, time-dependent chemistry, and transport of the radiation in molecular lines. Increasing
computer power and the development of sophisticated numerical algorithms during the last years have

1



2 CHAPTER 1. INTRODUCTION

made possible a more realistic modelling of the disc hydrodynamical and chemical evolution (e.g.,
Aikawa et al., 2002; Ilgner et al., 2004; Millar et al., 2003; van Zadelhoff et al., 2003) as well as of the
line radiative transfer (e.g., Hogerheijde and van der Tak, 2000; Pavlyuchenkov and Shustov, 2004).
Such a powerful combination of theory and observations offers an unique way to analyse the relevant
observational data not only qualitatively but also quantitatively (e.g., Guilloteau and Dutrey, 1998;
Hogerheijde, 2001; Semenov et al., 2005).

Experimental studies of the coagulation of small compact grains into larger (fractal) bodies shed
light on the efficiency of this process under the disc conditions, as well as on grain structures to be
expected in young discs (e.g., Beckwith et al., 2000; Blum et al., 2002; Wurm and Blum, 2000).
The laboratory investigations of (isotopic) composition and properties of meteoritic materials and
cometary and interplanetary dust particles provided particularly important information concerning
the physical conditions and grain properties in the Solar nebula at the earliest stage of its evolution
(e.g., Bernatowicz et al., 1996; Brownlee et al., 2003; Messenger, 2000; Schramm et al., 1989).

The composition of solids in protoplanetary discs is studied through the multi-wavelength mea-
surements of their spectral energy distributions (e.g., Bouwman et al., 2001). From these data one
can infer more information regarding temperature structure in discs and estimate their masses (e.g.,
Boogert et al., 2002; Bouwman et al., 2000; Tuthill et al., 2002), provided the radiative (optical) prop-
erties (“opacities”) of dust grains can be accurately represented (e.g., Pollack et al., 1994). To date
this is only possible with an elaborated theoretical approach, though one also needs the laboratory
data.

In this thesis, the following problems regarding the evolution of the gas and dust in protoplanetary
discs are addressed.

In Chapter 2, I deal with the modelling of absorption and scattering of light by ensembles of dust
grains having various sizes, composition, porosities, and shapes, and calculate frequency-dependent
opacities. Using the latter quantities, the Rosseland and Planck mean opacities of the dust and gas
mixture are computed and the results are compared with other studies. In addition, I investigate how
the adopted opacity table may influence the modelling of the hydrodynamical disc structure.

I summarise the basics of astrochemical modelling in Chapter 3: what kind of processes control the
chemical evolution of protoplanetary discs, what the role of dust grains is, what the initial conditions
are, and where the main numerical difficulties arise. In addition, I describe the chemical model that is
applied in the next two chapters.

In Chapter 4, I present a technique to reduce chemical networks by removing those reactions
which are not particularly important for the chemical evolution of selected molecules under pre-
defined ranges of physical conditions. This method is applied to investigate what chemical processes
control the evolution of the ionisation degree in different regions of a protoplanetary disc. Also,
column densities of observationally important molecules are calculated and compared to other recent
theoretical studies and observational data. The relevance of the obtained results to the magneto-
hydrodynamical modelling of protoplanetary discs is discussed.

Finally, I confront a theoretical disc model with observations in Chapter 5, where I develop and
describe the first self-consistent model of the physical, chemical, and dynamical structure of the cir-
cumstellar matter orbiting around the intermediate-mass star AB Aur using available observational
data. A robust heuristic modelling approach is elaborated and applied to constrain the orientation,
size, physical structure, mass, and dynamical state of this system. General conclusions about the
evolutionary status of the AB Aur system are provided.

Final conclusions are drawn in Chapter 6.



Chapter 2

Opacities for protoplanetary discs
(Based on the paper by Semenov, Henning, Helling, Ilgner, & Sedlmayr 2003, A&A, 410, 611)

2.1 A link between disc hydro-models and opacities

A nowadays accepted concept of the formation of the Solar system is based on the suggestion that an
accretion disc forms after the collapse of a primordial cloud. Originally proposed by Laplace (1796)
and Kant (1798), this hypothesis was given a solid mathematical basis by the papers of Weizsäcker
(1943), Shakura and Sunyaev (1973), and Lynden-Bell and Pringle (1974). The evolution of the Solar
nebula during the first ∼ 10 Myr can be roughly divided into three main stages (Ruden and Pollack,
1991). In the formation stage, t ∼ 0.1 Myr, a rotating disc is formed out of the infalling matter from the
collapsing envelope (Cassen and Moosman, 1981), with a mass comparable to the mass of the proto-
Sun as it has not yet accreted the bulk of the matter. Such massive discs are gravitationally unstable on
large scales. This instability causes an efficient global redistribution of the angular momentum (Shu
et al., 1990). At later times, when external supply from the surrounding cloud fades off, the evolution
of the angular momentum in the disc is regulated by (M)HD-driven turbulent viscosity. During this
viscous stage, mass in the disc is transported inward, whereas the angular momentum is transported
outward, which steadily spreads disc matter over larger radii (Lynden-Bell and Pringle, 1974). It
is during this stage pristine tiny ISM-like dust grains start to coagulate into large complex (fractal)
aggregates, eventually growing up to cm-sizes (e.g., Beckwith et al., 2000). Then, they decouple from
the gas and sediment toward the disc midplane, changing the entire disc structure (Dubrulle et al.,
1995; Schmitt et al., 1997; Schräpler and Henning, 2004; Weidenschilling, 1980). Finally, during the
last clearing phase of the evolution (t ∼ 10 Myr), most of these dust aggregates in the nebula are
locked up in metre-sized and larger bodies (planetesimals) or even already planets, while the gas is
partly dispersed and partly accumulated by giant (Jupiter-like) planets (Hayashi et al., 1985).

Infrared observations of several young stellar clusters and star-forming regions have revealed that
the initial disc fraction in these systems is high, >∼ 80%, and rapidly decreases with increasing cluster
age, such that 50% of the stars within the clusters lose their discs in <∼ 3 Myr, with an overall disc
lifetime of <∼ 10 Myr (e.g., Haisch et al., 2001). These observations support the proposed evolutionary
scenario for a protoplanetary disc around a low-mass star.

Therefore, in order to understand how planets in the Solar system and around other stars have been
formed, it is crucial to investigate the properties of dust and gas in a protoplanetary nebula in detail.
In this chapter, I focus on the viscous stage of the disc evolution and study the optical properties of
dust particles having various sizes, structures, and topologies. Why is it so important to examine the
optical characteristics of dust grains? The answer is that this quantity regulates the radiative transport
in the disc, which in turn controls the global energy redistribution, thus determining the physical
structure of the entire disc.

Let us consider a simple accretion model of a thin Keplerian disc in which the angular momentum

3



4 CHAPTER 2. OPACITIES FOR PROTOPLANETARY DISCS

is conserved and stellar radiation is not taken into account. It has been found that the global evolution
of such disc is governed by a single equation for the surface density (e.g., Lynden-Bell and Pringle,
1974; Papaloizou et al., 1999):

∂Σ

∂t
=

3
r
∂

∂r

(
r1/2 ∂

∂r
(Σ〈ν〉r1/2)

)
, (2.1)

where Σ(r, t) is the surface density of the disc at the radius r and evolutionary time t, 〈ν〉 is the vertically
averaged viscosity, 〈ν(r)〉Σ(r) =

∫
z
ρ(r, z)ν(r, z)dz. Usually, the kinematic viscosity is parameterised

through the so-called α-prescription (Shakura and Sunyaev, 1973) that relates this value to the global
disc parameters: ν ∼ αH2Ω, where H(r) is the vertical scale height of the disc, Ω(r) = GM∗/r3 is the
angular Keplerian velocity for the central star of mass M∗, and α is a parameter of the order of ∼ 0.01.

However, to follow the evolution of the disc described by Eq. (2.1), one has to specify 〈ν〉 as a
function of Σ. This can be done by solving equations describing vertical structure of the disc, namely,
the equation of the pressure equilibrium, energy balance, and equation of state.

The equation of hydrostatic equilibrium in vertical direction for every radius r is

1
ρ

∂P
∂z

= −Ω2z, (2.2)

where P is the local pressure related to the local temperature T and density ρ through the equation of
state of an ideal gas:

P =
ρkT
µmH

. (2.3)

Here k is the Boltzmann constant, µ is the mean molecular weight, and mH is the mass of a hydrogen
atom. Finally, the energy equation states that the energy loss rate by radiation is equilibrated by the
rate of energy production via viscous dissipation:

∂F
∂z

=
9
4
ρνΩ2, (2.4)

where F is the radiative flux of energy through a surface of constant z:

F =
−16σT 3

3κρ
∂T
∂z
, (2.5)

where σ is the Stefan-Boltzmann constant, and κ = κ(ρ,T ) is the mean (frequency-averaged) opacity.
Obviously, it is this physical parameter that determines the physical structure of the disc in vertical
direction.

These ordinary differential equations of the first order for three variables F (z), ρ(z), and T (z) have
to be iteratively solved at each radius r for the input parameters (the viscosity α and mass accretion
rate Ṁ = 3π〈ν〉Σ) together with three boundary conditions. It can be done, e.g., by using the Runge-
Kutta method with adaptive mesh for the integration in z-direction and Newton-Raphson method to
achieve convergence of the iterations (e.g., Papaloizou et al., 1999).

The disc model without a central star is certainly not correct for outer (less dense) disc regions,
where the stellar radiation becomes a dominant energy source and thus governs the vertical disc
structure (Kenyon and Hartmann, 1987). In this case, Eq. (2.5) is not appropriate and one has to
cope with the problem of radiative transfer in the disc using frequency-dependent (monochromatic)
opacities.



2.1. A LINK BETWEEN DISC HYDRO-MODELS AND OPACITIES 5

Modern computational facilities allow considering a wide range of disc models with different
physics included up to full 2D or even 3D (M)HD models (e.g., Fromang et al., 2004; Klahr and
Bodenheimer, 2003). In some of these models the stellar radiation is taken into account to reconstruct
accurately the disc vertical structure, and thus time-consuming 2D/3D continuum radiative transfer
is applied, though at the price of using less developed hydrodynamics, if any (e.g. Dullemond and
Dominik, 2004; Millar et al., 2003). The reason why in other studies the mean opacities are still
utilised is that the corresponding disc models incorporate advanced (magneto-) hydrodynamics that
prohibits the use of multi-D radiative transfer from the computational point of view.

There are two basic definitions of the mean opacity, which are used in hydrodynamics. The
diffusion approximation (Mihalas, 1978) accurately describes the energy transport in optically thick
regions of the medium, and, therefore, harmonic averaging is applied to translate the monochromatic
opacity κν into the Rosseland mean opacity κR:

κR =
4σT 3

π

∫ ∞

0

1
κν

∂Bν(T )
∂T

dν
, (2.6)

where Bν(T ) = (2hν3/c2)/(exp(hν/kT ) − 1) is the Planck function, h is the Planck constant, and c
is the speed of light. In optically thin regions this approximation is not valid, and the Planck mean
opacity should be used:

κP =
π

σT 4

∫ ∞

0
κνBν(T )dν. (2.7)

In the general case, the monochromatic opacity of a medium can be written as κν = κdust
ν + κ

gas
ν .

As it can be understood from the definitions (2.6) and (2.7), the main difference between these two
physical quantities is that it is impossible to sum up mean opacities of various dust and gas species
one by one in the case of the Rosseland mean, while for the Planck mean opacity this can be done
easily. Another major difference is that the Planck mean value is sensitive to the spectral regions
with the highest values of the monochromatic opacity around the peak of the Planck function (e.g.,
strong absorption lines or bands), whereas the Rosseland mean opacity depend on the most transparent
regions (e.g., continuum intervals between all possible atomic and molecular lines). These two factors
make it difficult to compute the Rosseland mean opacity for a gas and dust mixture.

In this chapter, I deal with physical conditions typical of protoplanetary discs around low-mass
young stellar objects. Virtually everywhere within the disc dust grains are the main opacity source,
as they absorb radiation much more efficiently than the gas. However, for hotter domains (T >∼
1 500 K), where even the most stable dust materials cannot survive, it is inevitable to take absorption
and scattering due to molecular species into account.

Recently, several extensive models describing the properties and evolution of dust grains in pro-
tostellar cores and protoplanetary discs have been proposed by Pollack et al. (1994), Henning and
Stognienko (1996), Schmitt et al. (1997), and Gail (2001, 2002). Henning and Stognienko (1996)
studied the influence of particle aggregation on the dust opacity in the early evolutionary phases of
protoplanetary discs. They concluded that the distribution of iron within the particles is a major factor
in determining the optical properties. Schmitt et al. (1997), for the first time, investigated collisional
coagulation of dust grains in accretion discs coupled to the hydrodynamical evolution of these ob-
jects. They reported significant alteration of the thermal disc structure caused by the modification
of the opacity due to dust growth. Gail (2001, 2002) considered annealing and combustion processes
leading to the destruction of silicate and carbon dust grains consistently with the evolution of a steady-
state accretion disc. They found that the modification of the dust composition in the inner regions due
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to these processes and its consequent transport toward outer disc domains affect the opacity and,
eventually, the entire disc structure.

A number of papers deal with the computation of gas opacities in atmospheres of cool stars,
protostars, and stellar winds (e.g., Alexander and Ferguson, 1994; Helling et al., 2000). Helling
et al. (2000) calculated gas opacities for wide ranges of density, temperature, and various chemical
compositions, based on up-to-date spectral line lists of the Copenhagen SCAN database, and studied
the importance of the molecular opacity for the dynamics of the stellar winds of cool pulsating stars.
An extension of this work will be used to construct an opacity table for protoplanetary discs.

The main goal of this chapter is to define a model, applicable in a wide range of temperatures and
densities based on both the best estimates of the dust composition and properties and recent improve-
ments in molecular line lists. In addition, I study how frequency-dependent (monochromatic) and
Rosseland and Planck mean opacities depend on the properties of dust grains and compare them with
other opacity tables. Furthermore, I investigate how different opacity models affect the hydrodynami-
cal structure of accretion discs. Due to its high relevance for hydrodynamical simulations, this opacity
table can be retrieved in electronic form from: http://www.astro.uni-jena.de/Laboratory/
labindex.html.

The organisation of this chapter is the following. I introduce the opacity model in Section 2.2.
The influence of the grain properties on the resulting monochromatic and Rosseland mean opacities
is described in Section 2.3.1. The Rosseland and Planck mean opacities are compared to other re-
cent opacity tables in Section 2.3.2. I study how different opacity models affect the hydrodynamical
structure of active accretion discs in Section 2.3.3. A summary and conclusions follow.

2.2 The model
Given the complexity of the problem and the fact that opacities have been extensively calculated and
used over the last decades both for stellar atmosphere modelling and hydrodynamical simulations of
discs (e.g., Bell and Lin, 1994; Seaton et al., 1994), it is worth to extend and update these results
using recent progress in our understanding of the composition of solids and gases in protoplanetary
discs and the Solar nebula, improvements in computational schemes, and achievements of laboratory
experiments.

Briefly, I extend the opacity models of Pollack et al. (1994) and Henning and Stognienko (1996)
by considering composite and multishell (porous) dust grains, a set of updated optical constants for
the silicates, new estimates on the mass fractions of dust constituents, and gas opacities obtained from
the Berlin group (Ch. Helling).

2.2.1 Dust opacities

2.2.1.1 Composition model and grain sizes

I adopt the dust composition model for accretion discs from Pollack et al. (1994, see Section 2.3
therein), which is based on an analysis of a wide range of theoretical, laboratory, and observational
dust data. This composition model has been frequently used, for instance, in the evolutionary disc
modelling or estimates of their masses from millimetre observations (e.g., D’Alessio et al., 2001;
Greaves et al., 1998; Jura and Werner, 1999).

How can one determine composition and abundances of various materials in space? The gas-
phase abundances of the elements in the interstellar medium can be measured from UV spectra of
background objects. Then, these values can be used to estimate the total amount of the elements in the

http://www.astro.uni-jena.de/Laboratory/labindex.html
http://www.astro.uni-jena.de/Laboratory/labindex.html
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Table 2.1. Mass fractions f j and densities ρ j of dust constituents in the opacity model

Material NRM IRS IPS

(grain species j) f j ρ j f j ρ j f j ρ j

Olivine 2.64 10−3 (3.49 g cm−3) 3.84 10−3 (3.59 g cm−3) 6.30 10−4 (3.20 g cm−3)

Iron 1.26 10−4 (7.87 g cm−3) 0 7.97 10−4 (7.87 g cm−3)

Pyroxene 7.70 10−4 (3.40 g cm−3) 4.44 10−5 (3.42 g cm−3) 1.91 10−3 (3.20 g cm−3)

Troilite 7.68 10−4 (4.83 g cm−3) 3.80 10−4 (4.83 g cm−3) 7.68 10−4 (4.83 g cm−3)

Refractory

organics 3.53 10−3 (1.50 g cm−3) 3.53 10−3 (1.50 g cm−3) 3.53 10−3 (1.50 g cm−3)

Volatile

organics 6.02 10−4 (1.00 g cm−3) 6.02 10−4 (1.00 g cm−3) 6.02 10−4 (1.00 g cm−3)

Water ice 5.55 10−3 (0.92 g cm−3) 5.55 10−3 (0.92 g cm−3) 5.55 10−3 (0.92 g cm−3)

solid phase by comparing these results to the solar (cosmic) elemental abundances (e.g., Anders and
Grevesse, 1989). Moreover, in cold disc regions gas-phase molecules may freeze out onto dust grains
and form icy mantles, whose abundances can be determined by solid-state IR spectroscopy (e.g., van
Dishoeck, 2004; Whittet et al., 1996), or constrained from chemical models (van Dishoeck and Blake,
1998, see also Chapter 2). IR spectroscopy is also capable in characterising the chemical composition
of refractory dust components (e.g., Bouwman et al., 2001). In addition, the dust composition can be
directly inferred from the properties of meteorites, interplanetary dust particles (IDPs), asteroids, and
comets, though these results must be taken with care as there is evidence that some of these materials
have been (partly) processed during the early stages of the solar nebula’s formation.

In the Pollack’s model, the main dust constituents are amorphous pyroxene ([Fe,Mg]SiO3) and
olivine ([Fe,Mg]2SiO4), volatile (mostly CH3OH and H2COx, x > 1) and refractory organics (“CHON”
material, C:H:O:N=1:1:0.5:0.12, found in the coma of the Halley comet, see Jessberger et al., 1988),
amorphous water ice, troilite (FeS), and metallic iron. Since it is not clear yet what fraction of iron
can be locked in these silicates, I vary the relative iron content in the silicates by considering “iron-
rich” (IRS) silicates with Fe/(Fe+Mg)=0.4, “normal” silicates (NRM) with Fe/(Fe+Mg)=0.3, and
“iron-poor”(IPS) silicates with Fe/(Fe+Mg)=0 (see also Henning and Stognienko, 1996). The ab-
solute amount of metallic iron in all these models is kept constant as it is restricted by the cosmic
abundance. Consequently, this leads to the absence of solid iron in the iron-rich case and enhanced
mass fraction of Fe in the iron-poor case. In addition, such a variety of silicate models allows to study
the influence of iron content within the grain constituents on the extinction properties of dust.

I re-estimated the absolute abundances of the silicates (FexMg1−xSiO3, Fe2xMg2x−2SiO4), iron, and
troilite (FeS) in the cases of the IPS and IRS compositions from the Fe-stocheometric fractions. The
mass fractions of all dust constituents and their densities are summarised in Table 2.1.

The composition of dust particles in the Pollack’s model depends on the local gas temperature
(see their Table 3 ). I adopt the corresponding sublimation temperatures and suppose that destruction
of dust materials occurs in a narrow range of temperatures (∼ 10–30 K). Given that the evaporation of
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Table 2.2. Dust composition as a function of temperature (ρ ≈ 10−10 g cm−3)

Region Tlow Thigh Dust component(s)

[K] [K]

I <∼ 155 Ice, organics, troilite, silicates, and iron

II ∼ 165 ∼ 270 No ice

III ∼ 280 ∼ 410 No ice and volatile organics

IV ∼ 440 ∼ 675 Silicates, iron, and troilite

V ∼ 685 ∼ 1 500 Silicates and iron

VI >∼ 1 700 No grains, only gas species

silicates and iron happens at approximately the same conditions, I assume that they evaporate in one
wide temperature range, ∼ 100 K. Note that dust grains can also be destroyed by other processes (see
Gail, 2001). Six principal temperature ranges for dust composition are listed in Table 2.2.

I assume that for the fifth temperature range the absolute amount of solid iron grows due to the
destruction of troilite. The corresponding mass fractions of metallic iron are 6.15× 10−4, 2.42× 10−4,
and 1.29 × 10−3 for the NRM, IRS, and IPS silicate models, respectively.

I take into account the dependence of the evaporation temperatures of ice, silicates, and iron on gas
density. For lower/higher densities, these values are lower/higher. For instance, for ρ ≈ 10−18 g cm−3

the evaporation temperature of water ice is only 90 K, whereas iron evaporates at ≈ 710 K. Note that
if one considers a condensation sequence of all these dust materials, it results in higher values of the
condensation temperatures compared to the evaporation temperatures (hysteresis behaviour).

The optical constants for all dust components but the silicates are adopted from Henning and Stog-
nienko (1996): www.astro.uni-jena.de/Laboratory/labindex.html. The optical constants
for the IPS, IRS, and NRM silicates are taken from the publicly available database “Optical Data of
Cosmic Dust Analogues”: www.astro.uni-jena.de/Laboratory/Database/silicates.html.

As for the size distribution, I apply a modified MRN (Mathis et al., 1977) function suggested by
Pollack et al. (1985):

n(r) ∝ r−3.5, 0.005µm ≤ r < 1µm,

n(r) ∝ r−5.5, 1µm ≤ r < 5µm,
(2.8)

where r is the radius of a dust particle. The modification consists of the inclusion of large (>∼ 0.5µm)
dust grains. Such particle growth is expected to proceed at early phases of the protoplanetary disc
evolution due to the coagulation of small dust grains (see, for instance, Mizuno et al., 1988). I do not
consider other size distributions because the overall effect of the particle sizes on the dust opacities is
well investigated (e.g., Beckwith et al., 2000; Pollack et al., 1985). Thus, the dust opacities studied
in this chapter are appropriate for young (Class II) protoplanetary discs, but probably not for more
evolved (e.g., Class III) systems.

www.astro.uni-jena.de/Laboratory/labindex.html
www.astro.uni-jena.de/Laboratory/Database/silicates.html
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Figure 2.1. In the left panel a typical ballistic particle-cluster aggregate (BPCA) is shown. The ballistic
cluster-cluster aggregate (BCCA) is presented in the middle panel. An “onion-like” (multishell) spherical
particle is schematically depicted in the top right panel, whereas a “composite” (many-many layered) sphere
is shown in the bottom right panel.

2.2.1.2 Grain structure and topology

In many studies of the dust properties in protoplanetary discs, the grains are still assumed to be spheri-
cal particles (e.g., Natta et al., 2001). However, it becomes evident from theoretical investigations and
laboratory experiments that the dust agglomeration is an efficient process in dense and relatively cold
environments, like protostellar cores or protoplanetary discs (e.g., Blum et al., 2002; Kempf et al.,
1999; Kesselman, 1980; Nuth and Berg, 1994; Ossenkopf and Henning, 1994; Wurm and Blum,
1998, 2000). Agglomeration leads to the formation of irregular particles consisting of hundreds or
thousands of tiny subgrains. Usually, dust aggregates of two extreme kinds are considered, depending
on the coagulation process, namely, BPCA (ballistic particle-cluster aggregation) and BCCA (ballistic
cluster-cluster aggregation). The laboratory and theoretical studies reveal that the BPCA aggregates
are sphere-like particles with a fractal dimension of about 3. They have a compact “core” and a more
rarefied “mantle”. The BCCA process results in the formation of filamentary grains with complicated
structure. They have fractal dimension of roughly 1.5–2 (Stognienko et al., 1995). Examples for these
two kinds of aggregates are shown in Fig. 2.1.

During the evolution of parent objects, chemical and physical processes can further modify the
properties of dust grains. For instance, accretion of volatile materials on dust surfaces and their
subsequent chemical processing are efficient in outer regions of protoplanetary discs and in protostel-
lar clouds (e.g., Brown et al., 1988; Greenberg, 1967; Hartquist and Williams, 1990; Hasegawa and
Herbst, 1993; van Dishoeck and Blake, 1995; Willacy et al., 1994). This results in a well-defined
“core-mantle” or, more probably, an “onion-like” grain structure (see Fig. 2.1, top right panel). In ac-
cretion discs, dust can be further transported by the accretion flow toward hotter regions, where their
volatile mantle materials evaporate, and sputtering, annealing, and combustion processes may change
even stronger the properties of the grains (e.g., Bauer et al., 1997; Finocchi et al., 1997; Gail, 2001,
2002). Therefore, the real astronomical grains should have a complicated structure and topology.

Unfortunately, modern computational methods and facilities allow only the consideration of some-
what simplified (but still reasonable) types of dust grains. I focus on the following particle types:

1. Homogeneous and composite aggregates;

2. Homogeneous, composite, and porous composite spherical particles;

3. Multishell and porous multishell spherical particles.
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An aggregate dust particle is defined as a cluster of small spherical sub-grains stick together
(Fig. 2.1, left panel). A particle is called “homogeneous” if it consists of only one dust component.
On the contrary, “composite” means that a particle incorporates a fine mixture of various materials
(Fig. 2.1, bottom right panel). In addition, I consider a model of “multishell” grains, where each par-
ticle includes all constituents distributed within concentric spherical shells (heterogeneous particle,
see Fig. 2.1, top right panel). To study the influence of the porosity on the extinction properties of
dust grains, I fill composite and multishell spherical particles with vacuum. It is reasonable to assume
that the optical behaviour of these porous multishell and porous composite particles may resemble
that of more realistic kinds of dust grains. As it has been recently demonstrated by Voshchinnikov
et al. (2004), the layered approach to model the optical characteristics of composite interstellar grains
indeed gives reliable results.

2.2.1.3 Computational methods

The scheme to compute the optical constants of aggregate particles is adopted from HS; it is described
in Appendix A and briefly summarised below.

The main idea of this computational method is to account for the fractal distribution of dust con-
stituents within the aggregates, which allows to calculate effective optical constants of these particles,
and consequently their optical properties with a simple light scattering theory (e.g., Mie theory for
homogeneous spheres).

I assume that aggregates are in the form of the BPCA (50%) and BCCA (50%) particles con-
sisting of 0.01µm spherical sub-grains. Then, the spectral representation of inhomogeneous media
(Bergman, 1978) and the discrete multipole method (DMM) are elaborated to calculate effective opti-
cal constants of aggregates (Stognienko et al., 1995). Shortly, I use the DMM to calculate the spectral
function of the aggregated particles of a special topology, when their sub-grains touch each other
only at one point. Next, I account for the interaction strength between the sub-grains (percolation),
which varies with the size and type of the aggregates, by an analytical expression. Finally, using all
these information, the effective optical constants of the homogeneous aggregates are calculated by the
spectral representation.

In the case of the composite aggregates, I use the Bruggeman mixing rule (Bruggeman, 1935)
to “mix” the optical constants of all individual dust constituents into the optical constants of the
“average” (composite) material, and then apply the spectral representation to take into account the
fractal nature of the aggregate particles and compute their effective optical constants as in the case of
the homogeneous aggregates.

The optical properties of the dust aggregates are calculated from the derived effective optical con-
stants with the usual Mie theory (Mie, 1908). The fractal shape of an aggregate implies its larger
geometrical cross section compared to that of the sphere of the same volume. This effect is taken into
account by scaling up the calculated absorption and scattering efficiencies with the derived filling fac-
tors. It should be noted that this numerical approach is valid in the static limit only, which means that
the scale of inhomogeneities within the particles must be small compared to the wavelength. Given
the 0.01µm size of the sub-grains and the shortest considered wavelength of 0.1µm, this condition is
satisfied.

To model (porous) composite and (porous) multishell dust particles, I adopt the numerical ap-
proach developed by Voshchinnikov and Mathis (1999). In this method, the composite grains are rep-
resented as spheres with many concentric shells, where each shell includes several layers of randomly
distributed dust materials (see Fig. 2.1). The multishell grains are modelled exactly as the composite
ones but each shell includes only one layer of a dust constituent. Then a generalised multilayered
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Mie theory is used to calculate their optical properties. As it has been shown by Voshchinnikov and
Mathis (1999) and Voshchinnikov et al. (2004), convergence in the optical behaviour of the multishell
particles is achieved if the number of shells exceeds 3 and dust materials within shells are randomly
ordered. I found that this number must be at least 20, because the highly absorbing material troilite
is used that induces interference within the shells and prevents fast convergence. Thus, in this case, a
typical composite grain is modelled as a spherical particle with about hundred shells. On the contrary,
a multishell grain is represented by a spherical particle with only a few shells.

I modify somewhat the dust model for the case of multishell and composite spherical particles.
I mixed the silicates and iron into one material with the Bruggeman mixing rule. A similar mixture
of silicates, sulphides, and metals (GEMS, Glass with Embedded Metals and Sulphur) is found to
be a common component of interplanetary dust particles (Rietmeijer and Nuth, 2000). However, the
main reason for this change is the convergence failure of the applied numerical method for the case
of multishell grains with iron layers (for further explanation, see Gurvich et al., 2005, 2001).

I assume that each dust component has a total volume fraction in a particle according to its mass
fraction and density, as specified in Table 2.1. For example, for the first temperature range and in
the case of IPS silicate mineralogy, the mixture of iron and silicates occupies 8.9%, troilite – 1.6%,
refractory organics – 23.4%, volatile organics – 6%, and water ice – 60% of the entire particle volume,
respectively. These values are similar in the case of NRM and IRS models. Thus, if the temperature
is low, organics and ice are the dominant components of the dust grains.

Unlike the case of composite particles, for the multishell spherical grains it is assumed that the
distribution of dust materials is not random but follows their evaporation sequence. Thus, for the first
temperature range in the protoplanetary disc, multishell spherical grains consist of a refractory core
made of a mixture of silicates and iron and subsequent shells of troilite, refractory organics, volatile
organics, and water ice. For higher temperatures, the number of shells is smaller since some materials
are evaporated. In total, the number of shells in the case of multishell spherical particles varies from
2 to 5. For the fifth temperature range (T > 700 K), where all troilite is converted to solid iron, I
let this iron form an additional layer on the grain surface. It is an extreme and probably physically
unjustified case, but this allows to study the influence of the formation of a highly absorbing surface
layer on resulting opacities.

The porosity of particles is treated in a simple manner by the addition of 50% of vacuum (by
volume) inside.

With the two computational approaches described above, I calculated the ensemble-averaged ab-
sorption (Cabs) and scattering (Csca) cross sections as well as albedo and the mean cosine of the scat-
tering angle (〈cos Θ〉) for all kinds of dust grains. The dust monochromatic opacities for every tem-
perature range were computed by the following set of expressions (Pollack et al., 1985):

Ci(r, ν) = Ci,abs(r, ν) + Ci,sca(r, ν) · (1 − 〈cos Θ〉) , (2.9)

κi(ν) =

∫ ∞

0
ni(r)Ci(r, ν)/Vi(r)r3dr
∫ ∞

0
ni(r)r3dr

, (2.10)

and

κ(ν) =

N∑

i

αi

ρi
κi(ν). (2.11)

Here i is of N dust materials present at the current temperature, ν is the frequency, r is the grain
radius, ni(r) is the size distribution function, Vi(r) is the particle volume, ρi is the density of the i-th
dust component, and αi is its mass fraction.
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Then, the Rosseland and Planck mean opacities were computed (Eqs. 2.6 and 2.7) for temper-
atures below ∼ 1 500 K and a density range between 10−18 g cm−3 and 10−7 g cm−3. A convenient
analytical representation of the Rosseland and Planck mean opacities for every temperature range is
provided as a 5-order polynomial fit. This representation allows to calculate the Rosseland and Planck
mean opacities accurately (∼ 1%) and quickly (∼ 1 s) for any given temperature and density values
within the model applicability range, which is important for computationally expensive hydrodynam-
ical simulations. The corresponding fit coefficients along with all relevant data can be found on the
opacity Web page: http://www.astro.uni-jena.de/Laboratory/labindex.html.

2.2.2 Gas opacities

The opacity of inner disc parts is dominated by various gaseous species. Here, the temperature is too
high for dust to exist.

Compared to the calculation of dust opacities, the calculation of accurate Rosseland and Planck
mean gas opacities is more challenging due to the huge variation in frequency, temperature, and
density of the absorption coefficient of numerous molecules, atoms, and ions. In addition, the body
of data to be handled often amounts to several millions of absorption lines per a molecule.

Missing data for absorption lines are critical for the calculation of Rosseland mean gas opacity
since it is dominated by transparent spectral regions. Therefore, each Rosseland mean is always only
a lower limit of the correct value. The opposite is true for the case of the Planck mean opacity –
missing data for weak lines or bands cause an overestimation of the strong lines. Therefore, a Planck
mean is always an upper limit of the case of ideally complete data.

The dust opacity model for protoplanetary discs outlined in the previous sections is supplied by
a new table of gas opacities assembled on the basis of Helling (1999, Copenhagen SCAN data base)
and Schnabel et al. (2001, HITRAN data base). This model is presented in Helling et al. (2000) and
Semenov et al. (2003) and only a short summary is given here.

The Rosseland and the Planck mean gas opacities are calculated from opacity sampled lines lists.
The data for the line absorption coefficients used in Helling et al. (2000) (CO, TiO, SiO, H2O, CH,
CN, C2, C3, HCN, C2H2) were supplemented by data from the HITRAN 96 database (CH4, NH3,
HNO3, H2CO, CO2, N2O, O3, SO2, NO2, HO2, H2, O2, NO, OH, N2). The opacity sampling of
the latter was carried out by Schnabel et al. (2001). The set of continuum opacities and scattering
includes continuum absorption from H , H−, H+H, H−2 , H+

2 , He−, He , C , Mg , Al , Si  as well
as Thompson scattering on free electrons and Rayleigh scattering. Collision-induced absorption has
been considered for H2-H2 and H2-He.

The number densities of ions, atoms, and molecules are computed from an updated chemical
equilibrium routine, including 14 elements and 155 molecules based on the JANAF table (electronic
version of Chase, Jr et al. 1986; for more detail see Helling et al. 2000). The elemental abundances
are chosen according to Anders and Grevesse (1989), but have been updated for various elements (see
Helling et al., 2000).

Using this model, the Rosseland and Planck mean gas opacities were computed for temperatures
between 500 K and 10 000 K and for gas densities between ∼ 10−18 g cm−3 and ∼ 10−7 g cm−3.
In contrast to the dust opacity, no simplified analytical expression can be found for the gas mean
opacities due to their sensitive dependence on temperature and density. Therefore, I apply a second-
order interpolation to calculate the gas opacities from tabulated values.

http://www.astro.uni-jena.de/Laboratory/labindex.html
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Figure 2.2. The monochromatic (upper two rows) and Rosseland mean (bottom row) dust opacities calculated
for the temperature range T ∈ [10, 1 500] K (C/O= 0.43) in the case of IPS (left panels) and IRS (right panels)
silicate dust model. The following dust particles are indicated: multishell spheres – solid line, composite
aggregates – triangles, composite spheres – circles, homogeneous aggregates – dashed line, homogeneous
spheres – dot-dashed line, porous multishell grains – dotted line, and porous composite spheres – pluses. The
shorthand Max denotes the peak wavelength of the Planck function for a considered temperature range. The
(I) and (V) mark the first (T <∼ 120 K) and fifth (T >∼ 700 K) temperature ranges (see Table 2.2).

2.2.3 Opacity table

To assemble the entire opacity table, I take into account either only dust opacities for low temper-
atures, T <∼ 1 500 K, or only gas opacities for higher temperatures. As has been shown by many
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authors (e.g., Lenzuni et al., 1995), it is an accurate approach because dust dominates the absorption
properties of matter whenever it is present. However, for the dust-to-gas transitional range (T from
∼ 1 400 K to 1 600 K), where the last grain population evaporates, it is necessary to calculate the
opacity of dust and gas simultaneously. Fortunately, in this narrow temperature range the resulting
Rosseland and Planck mean opacities are going down by several orders of magnitude, so one can use
a simple linear interpolation without introducing significant errors.

2.3 Computed monochromatic and mean opacities
In this section, I present the opacities for all considered dust models and discuss the differences
between these results. Second, I compare the Rosseland and Planck mean opacities with other recent
opacity models. Finally, I study the influence of the adopted opacity model on the disc structure.

2.3.1 Opacities and dust models

The monochromatic (κλ) and Rosseland mean opacities (κR) computed for all dust models are pre-
sented in Fig. 2.2. I compared the IPS (left panels) and the IRS (right panels). The NSM (Fe/(Fe+Mg)
=0.3) opacities are not discussed here as they closely resemble the IRS case (Fe/(Fe+Mg)=0.4). The
most prominent trends in behaviour of the monochromatic and Rosseland mean dust opacities can be
summarised as follows:

1. There is a significant difference in the calculated κλ values between the aggregates, (porous)
composite and (porous) multishell spherical particles for λ <∼ 10µm and λ >∼ 100µm, and
consequently for the Rosseland mean opacity for the first (T <∼ 120 K) and fifth (T >∼ 700 K)
temperature ranges;

2. For intermediate temperatures, the resulting κR opacity does not show profound variations with
the applied dust models, except for the case of the IPS homogeneous aggregates. This is because
the corresponding κλ values do not differ significantly in the spectral interval 10µm <∼ λ <∼
100µm;

3. The difference between opacity curves is in general smaller for the case of the IRS silicate
model compared to the IPS model;

4. Addition of vacuum to compact composite and multishell spherical particles leads to significant
modification of their opacities.

In the first low-temperature range, organics and water ice are the most abundant materials ac-
cording to the compositional model (Table 2.1). At that temperatures (T ∼ 10–<∼ 120 K), the main
contribution to the Rosseland mean opacity comes from the monochromatic opacity in the wavelength
range of about 30–400µm, as calculated by the following expression (Henning and Stognienko, 1996):

λmax = 3 600µm · K
T
. (2.12)

In this spectral range, iron and troilite have higher values of the refraction index (mλ) compared
to the other materials. For instance, at λ = 100µm, iron has mFe

100µm = 95.02 + i · 181.95, troilite
has mFeS

100µm = 8.5 + i · 0.73, whereas organics and water ice have nOrg
100µm = 2.14 + i · 0.15 and
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nIce
100µm = 1.82 + i · 0.05, respectively. Furthermore, for troilite and especially for iron these values

rapidly increase with wavelength. Hence, the optical properties of a dust grain become sensitive to
the absolute amount and distribution of Fe and FeS inside the particle, and consequently different light
scattering theories may give different results and should be used with caution (see, e.g., Stognienko
et al., 1995; Voshchinnikov et al., 2004).

However, the refractive index of the composite aggregates does not show a peculiar behaviour at
long wavelengths, and changes only little between the silicate models. The main reason is that this
refractive index is modelled in such a way that all dust constituents are well mixed within a particle.
Therefore, as the total iron abundance is small and kept constant, the resulting refractive indices for
aggregates are nearly the same for all compositional models. Consequently, the optical properties
of the composite aggregates are not sensitive to the actual topology of particles and adopted silicate
model. Indeed, as it is clearly seen in Figure 2.2, the dust opacity values of the composite aggregates
are close to the κλ and κR of the homogeneous spheres. The maximum deviation of these opacity
curves is achieved in the case of the IPS silicates for temperatures higher than ∼ 700 K (which
corresponds to λmax <∼ 5µm). At these short wavelengths the κλ curve for the composite aggregates
lies above the monochromatic opacity of the composite spheres (Fig. 2.2, second row, left panel).
Here, the absolute amount of metallic iron is increased due to conversion of FeS to Fe. Overall, the
opacities of the composite aggregates do not depend much on the adopted silicate model.

In contrast, the opacities of the homogeneous aggregates do demonstrate strong variations with the
compositional model. In the case of the IRS silicates (right panels) the monochromatic and Rosseland
mean values of the homogeneous aggregates lie closer to the κλ and κR of the composite aggregates
then for the IPS compositional model.

HS has showed that this is caused by the presence of bare iron aggregates in the case of the IPS
homogeneous aggregate model. Due to the extremely high absorptivity induced by the strong interac-
tions between individual aggregate sub-grains, the optical properties of such iron clusters determine
the overall behaviour of the resulting opacities. Note, that in the case of the IRS composition, all iron
is locked inside silicates and the absolute amount of troilite is reduced by a factor of two compared
to the IPS and NRM models. In the absence of a population of highly absorbing grains, the opacity
values of the IRS homogeneous aggregates are close to those of the IRS composite aggregates. How-
ever, at temperatures higher than ∼ 700 K, troilite is converted to solid iron, which increases the κλ
and thus κR values of the homogeneous aggregates with respect to those of the composites.

The situation is different for the case of the (porous) composite and (porous) multishell spherical
particles. As it was mentioned in Section 2.2.1.3, I changed the compositional model in this case and
locked all solid iron in silicates using the Bruggeman rule of the effective medium theory. Thus, the
only material with a high absorptivity at long wavelengths which remains in all compositional models
is troilite. The metallic iron is another highly absorbing dust component, but it is present at T > 700 K
only.

Voshchinnikov and Mathis (1999) have shown that conventional EMTs are approximate in the
case of small composite spherical particles, x = 2πr|mλ|/λ � 1, when one of the grain constituents
has a large refractive index (see Fig. 3b therein). Given a typical radius r = 0.1µm of the dust grains,
a typical wavelength of λ = 100µm for the first temperature range, and the high refractive index
of troilite at that wavelength, |mλ| ≈ 10, this condition is satisfied. This is a main reason why I
adopted the approach of VM to model a composite grain as a spherical particle with many concentric
layers (see also Voshchinnikov et al., 2004, 2003). Note that there is an interference between the
layers, which makes the optical properties of such composite particles to be different from those of
composite grains with well mixed dust materials. This is especially true if one of the dust components
has a high absorptivity, e.g. troilite in the first temperature range and iron in the fifth range. Therefore,
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one may expect the difference between the monochromatic (and Rosseland mean opacity) values of
the composite spheres and composite aggregates, particularly for λ >∼ 30µm and λ <∼ 5µm (T <∼ 120 K
and T > 700 K).

As it is clearly seen in Fig. 2.2, indeed the opacity values in the case of the composite spherical
particles are higher than for the composite aggregates. For instance, at T = 10 K this difference
can reach factors of 20 and 10 for the κR in the case of IPS and IRS compositions, respectively. This
temperature corresponds to the peak wavelength, λmax ≈ 360µm (Eq. 2.12), for the weighting function
in the expression (2.6). At this wavelength, the monochromatic dust opacity of the composite spheres
is larger than that of the composite aggregates by factors of 10 and 4 for the IPS and IRS models,
respectively.

For shorter wavelengths (higher temperatures), the monochromatic and thus Rosseland mean
opacity curves of the composite spheres and aggregates are close to each other till λ ≈ 5µm (T ∼
700 K) is reached. In this temperature range, I assumed that iron forms a layer on the surface of the
composite spherical grains. Such a layer “screens out” all underlying materials and totally dominates
the optical behaviour of the entire particle. Due to this fact, the dust opacity values of the composite
spheres in the fifth temperature range are nearly the same for both the IPS and IRS compositions.

The multishell spherical particles have a restricted number of layers compared to the composite
spheres, namely, from 2 to 5, depending on the temperature range. The troilite layer is assumed to
be the first layer after the iron-silicate core and thus troilite is hidden inside. It prevents a strong
interference between the subsequent particle shells, contrary to the case of the composite spheres.
Then one may expect that the κλ and thus κR values of the multishell spheres should be lower than those
of the composite spherical particles, especially for the IPS model. As it can be clearly seen in Fig. 2.2,
this is true for T <∼ 120 K (λ >∼ 30µm), whereas for higher temperatures (shorter wavelengths) both
opacity curves almost coincide. Hence, the actual distribution of dust materials within a multilayered
spherical particle is not that important for the relevant monochromatic dust opacity at λ >∼ 30µm and
consequently Rosseland mean opacity at T <∼ 120 K.

The addition of vacuum inside the compact composite and multishell spherical grains leads to a
significant increase of the calculated opacities for the first and fifth temperature ranges (λ >∼ 30µm
and λ <∼ 5µm). First, the density of the porous grains becomes lower than the density of the compact
particles, and thus the overall opacities increase (Eq. 2.11). Second, for the porous spheres the relevant
extinction efficiencies are higher compared to those of the compact spherical particles because an
interference between the highly absorbing troilite layers is more intense in the former case due to a
larger number of these layers. This interference is even stronger for the composite spheres since they
have more concentric troilite layers compared to the multishell grains (see Fig. 2.1, right panel). Note
that in the fifth temperature range, both composite and multishell spheres have a similar topology,
namely, a silicate core covered by an iron mantle. Therefore, the resulting Rosseland mean opacities
behave similarly.

As it is clearly seen in Fig. 2.2, the κR values of the porous composite spheres are higher than
those of the compact composite spherical particles at T < 120 K and T > 700 K by a factor of several
for both the IPS and IRS compositions. In contrast, for intermediate temperatures, the opacities of
porous and compact composite spheres are closer to each other. The main reason for such a coherent
behaviour is that the corresponding monochromatic opacity curves are similar for these two cases of
the grain mineralogy.

Given that the same layered approach is applied to construct the composite and multishell par-
ticles, the situation with dependence of the relevant opacity values on wavelength, temperature, and
dust composition is similar (see Fig. 2.2).
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Figure 2.3. The Rosseland (left panel) and Planck (right panel) mean opacities calculated for the whole
temperature range considered (T ∈ [10, 105] K) and gas density that scales as 10−19 ×T 3 g cm−3 (C/O= 0.43).
Depicted are the mean opacities composed of the NRM composite aggregates in the low temperature range and
the gas opacity for the higher temperatures (solid line). In comparison, opacity tables of the OP project (Seaton
et al. 1994, crosses), OPAL project (Iglesias & Rogers 1996, circles), Bell & Lin (1994, dot-dashed line),
Pollack et al. (1994, open triangles), Alexander (1975, line with open squares), Alexander & Ferguson (1994,
dashed line), and Sharp (1992, diamonds) are shown.

The important results of this section are the following. The monochromatic opacity values of
various dust models show a factor of ∼ 100 spread at long wavelengths, λ >∼ 100µm, and the cor-
responding mean opacities differ by more than an order of magnitude at T <∼ 120 K. Moreover, the
slopes of the κλ curves vary at λ >∼ 100µm from one dust model to another. I demonstrated that the
inclusion of a highly absorbing material or vacuum in a dust particle modifies its optical properties
to a large degree and results in higher opacity values, though this depends on the adopted particle
topology and mineralogical composition.

2.3.2 Comparison to other studies

In Fig. 2.3, the Rosseland (left panel) and Planck (right panel) mean opacities of the NRM composite
aggregates (T <∼ 1 500 K) and gas opacities (T >∼ 1 700 K) are compared with other opacity models.
These values are plotted simultaneously for temperatures between ∼ 10 K and 105 K and for gas
densities that scaling as 10−19 × T 3 g cm−3.

As it is clearly seen in Fig. 2.3 (left panel), the discrepancy between the Rosseland mean values
provided by various models is negligible at high temperatures (T >∼ 3 000 K). On the contrary, the
Planck mean opacity values differ by a few orders of magnitude in this temperature range. The reason
is that the Rosseland mean is much less sensitive to differences in the material data than the Planck
mean due to the harmonic nature of the averaging process (see discussion in Section 2.1). However,
the Planck mean heavily depends on the adopted values of the band and line strengths, which vary
for different line lists and on the adopted chemical equilibrium constants (Kp). The latter quantities
can cause differences in the resulting opacity values because they affect the abundances of gas-phase
species. The same effect can be caused by the neglect of the metal ions in the chemical equilibrium
calculations (see, e.g. Helling et al., 2000). However, it is not straightforward to decide which line list
is the most correct (for a discussion see Jørgensen, 2003). I nevertheless demonstrate the difficulties
arising from the comparison of the Planck mean opacities calculated by different authors because it
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has – to my knowledge – not been pointed out clearly in the literature. Only comparisons of Rosseland
mean opacities are presented, e.g. by Alexander and Ferguson (1994, AF).

The κP values of the Opacity Project (OP) are much larger than all the other opacity models since
it combines more atomic opacity sources (see e.g. Table 3.3 in Helling, 1999). This model does
not contain molecules for temperatures 1 500–5 000 K, which become dominant absorbers in this
temperature range. The difference between the Planck mean opacity values in the case of the AF
model and my gas model is caused by different molecular line data and a different set of the adopted
chemical species. The same is true for the κP values of Sharp (1992), which lie somewhat in between
the Planck mean opacities of the applied model and the values of Alexander & Ferguson.

For temperatures lower than about 1 500 K, dust grains are the main opacity source. As it has been
shown by Pollack et al. (1994), in this case the difference between the Rosseland and Planck mean
opacities computed for the same model is small, ∼ 30% (see Fig. 4b therein). The reason is that both
opacities are dominated by continuum absorption and scattering, but not the spectral lines. In what
follows, I focus on the low-temperature Rosseland mean opacities only (T <∼ 3 000 K).

The Rosseland mean opacity values κR computed for the model of Bell and Lin (1994, BL)
strongly deviate from the κR calculated for other models. For example, this difference can reach a
factor of hundred for T ∼ 1 500–1 800 K. The reason is that the BL data are a modification of the
old analytical Lin and Papaloizou (1980) opacities that are based on the opacity tables of Alexander
(1975) and Cox and Stewart (1970a,b) supplemented by the data from Alexander et al. (1989) for
T < 3 000 K. The model of Bell & Lin includes dust grains of two types, namely, homogeneous
icy and metallic spherical grains. Since I used the more advanced dust compositional model of PHB
and different sets of optical constants and evaporation temperatures, this causes lower κR values in
the case of the BL model compared to the other models for T <∼ 1 500 K. For higher temperatures,
∼ 1 500–3 000 K, this deviation is huge, ∼ 100 times. As it has been shown by AF, the reason is that
Bell & Lin truncated monochromatic opacities of water, which is one of the main absorbers at such
temperatures, at a too short wavelength in their calculations. The missing opacity data strongly affect
the resulting Rosseland mean opacity.

The opacity curves of all other models do not show such a strong difference between each other.
The NRM aggregate model differs from the model of Pollack et al. by taking into account an aggregate
nature of cosmic dust grains and a new set of optical constants for silicates, but dust size distribution,
composition, and evaporation temperatures are the same. However, the difference between the Rosse-
land mean opacities of these two models can reach about a factor of two (see also Fig. 5a in Henning
and Stognienko, 1996).

The κR values for the opacity model of Alexander (1975) are lower for the dust-dominated temper-
ature range (T <∼ 1 500 K) and higher for the dust-to-gas transitional range (1 500 K <∼ T <∼ 1 700 K),
compared to the adopted model, by factors of 5 and 100, respectively. As mentioned above, the reason
is that I used an approximation to compute κR in that temperature range, where the last dust grains
evaporates, which is not too accurate approach. On the contrary, the opacity model of Alexander as-
sumes the presence (but not evaporation!) of small 0.1µm spherical silicate grains in an approximate
way, assuming that all dust is homogeneously condensed when the gas becomes saturated. Since
here a phase transition takes place, a supersaturated gas would be needed, which results in higher
molecular abundances than AF derive from their equilibrium consideration (for a discussion see, e.g.,
Woitke and Helling, 2003). Moreover, the condensation begins at higher temperature than the value
I assumed for the evaporation of the last grain constituents due to the hysteresis behaviour. Finally,
the model of AF neglects the presence of other refractory materials, like iron, in the dust-dominated
temperature range (T <∼ 1 500 K), which makes the relevant Rosseland mean opacity values lower
than provided by my model.
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Figure 2.4. Hydrodynamical structure of the accretion disc derived with the BL opacity model (left panel)
and in the case of IPS homogeneous aggregates (right panel). The solid line indicate temperature of 100 K.

On the contrary, the model of AF does consider several dust materials, namely, iron, silicate, car-
bon, and SiC in the form of small ellipsoidal grain particles. Therefore, the corresponding Rosseland
mean dust opacities nearly coincide with the values of my opacity model. Luckily, the same is true
even for the dust-to-gas transitional range, where the reference opacity model is supposed to give only
approximate values.

2.3.3 Opacities and disc structure

I compare the thermal structure of a proto-
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Figure 2.5. Midplane temperature of the accretion
disc obtained with the BL opacity model (dashed
line) and IPS (solid line) and IRS (dotted line) ho-
mogeneous aggregate dust models.

planetary disc around a low-mass star computed
with two different opacity tables in Fig. 2.4. The
1 + 1D model of an active steady-state accretion
disc of Ilgner (2003) was used with the following
input parameters: M? = 1M, Ṁ = 10−7M yr−1,
and α = 0.01 (see also Eqs. 2.1–2.5). Here, M?

is the stellar mass, Ṁ is the mass accretion rate,
and α is the parameter describing the kinematic
viscosity.

The thermal structure shown in the left panel
was obtained with the Rosseland mean opacity ta-
ble of Bell and Lin (1994). In the right panel, I
present the same disc structure but for the case of
the IPS homogeneous aggregate model (IPSHA)
supplemented by the gas mean opacity. I choose
these two opacity models as the overall difference between them is the largest among the different
models (compare solid and dash-dotted lines in Fig. 2.3).

It is clearly seen that the higher values of the Rosseland mean opacity in the case of the IPSHA
model leads to a hotter and more extended disc structure. For instance, the scale height of the disc
at 20 AU is equal to 1.3 AU for the former and 2.1 AU for the latter opacity models, respectively.
Consequently, the disc density is in general higher at the same vertical coordinate for the BL opacity
model compared to that of the IPSHA model, though the disc surface density is the same for both
these models.

The temperature difference is also prominent. For example, the midplane temperature of 100 K,
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which roughly corresponds to the ice melting point, is reached at 6.5 AU for the model of Bell & Lin,
whereas in the case of the IPSHA model it corresponds to ≈ 8 AU.

To confirm the findings, I did a similar comparison with another code. I used a full 2D hy-
drodynamical code designed to simulate the interaction of the protoplanetary disc with a proto-
planet (D’Angelo, 2001). The parameters of the model were as follows: M? = 1M, Md = 0.01M,
ν = 1015 cm2 s−1, µ = 2.39, and γ = 1.4, where Md is the total disc mass, ν is the kinematic viscosity,
µ is the mean atomic weight of the gas, and γ is the adiabatic exponent.

The Bell & Lin opacity model together with IPS and IRS homogeneous aggregate models were
chosen for the comparison. The midplane temperature for all three opacity models is shown in
Fig. 2.5. It is clearly seen that the difference in the temperature values between all models can reach
about 50% for the disc radii rd <∼ 2 AU, where T >∼ 250 K. Note that this difference is smaller at larger
distances, rd ∼ 10 AU, where temperature is lower.

As expected, in the case of the BL model the midplane temperature is the lowest almost every-
where, whereas for the IPS homogeneous aggregates it is the highest and the IRS temperature values
lie in between (Fig. 2.5). The reason is the same as for the 1 + 1D disc model, namely, lower opacity
values of the BL model compared to both the IPS and IRS opacities and higher values of IPS opacity
in comparison with those of BL and IRS models. Note that at T ∼ 130 K (r ∼ 2 AU) all the tem-
perature curves are close to each other. This is due to the adopted ice evaporation temperatures that
are slightly lower in my case compared to the model of Bell & Lin. This leads to nearly the same
opacity values for all three models at a restricted (∼ 10 K) range of temperatures around T ∼ 130 K
(Fig. 2.4). For r >∼ 10 AU the temperature curves are close to each other because the corresponding
opacity models have similar values at low temperatures.

Thus, I demonstrated that the difference in the Rosseland opacity tables applied in hydrodynamical
calculations leads to deviations in the resulting disc structure. As it has been shown by Markwick et al.
(2002), the temperature distribution is a crucial factor for the chemical evolution in the inner parts of
accretion discs. Therefore, proper opacity modelling is an important issue in order to follow the
dynamical and especially chemical evolution of protoplanetary discs.

2.4 Summary and conclusions
I compiled the monochromatic and Rosseland and Planck mean dust and gas opacities for the temper-
ature range T ∈ [5, 104] K and for gas densities ρ ∈ [10−18, 10−7] g cm−3 that are appropriate for the
conditions in protoplanetary discs. The absorption and scattering due to dust grains of different com-
positions, shapes and topological structures and the absorption provided by over 30 atoms, molecules,
ions were taken into account. The corresponding well-documented numerical code together with
representative data and figures are electronically available: http://www.astro.uni-jena.de/

Laboratory/labindex.html.
It was found that the topological distribution of highly absorbing materials, such as iron and

troilite, within dust grains dominates the relevant optical properties to a large degree. Particularly,
the composite and porous composite spherical grains have remarkably high monochromatic opacities
at λ >∼ 100µm and λ <∼ 10µm, and consequently the Rosseland mean opacities at T <∼ 120 K and
T >∼ 700 K, even in comparison with the homogeneous aggregated particles. I demonstrated that at
intermediate temperatures the monochromatic and Rosseland mean opacities of distinct grain models
are close to each other. It was shown that the difference between the opacity values of various dust
models is smaller in the case of the composition with a smaller amount of solid iron and troilite. I
found that porous composite and porous multishell spherical particles show higher opacity values in
comparison with their compact analogues. Therefore, I conclude that the factor of >∼ 10 difference in
the monochromatic dust opacities at λ = 1 mm should be taken into account if one simulates the spec-

http://www.astro.uni-jena.de/Laboratory/labindex.html
http://www.astro.uni-jena.de/Laboratory/labindex.html
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tral energy distribution of protoplanetary discs or estimates their masses from measured continuum
flux at these millimetre wavelengths.

I also performed a comparison of my results with other recent opacity models. I found a significant
difference between the opacity models in the case of the Planck mean and a good agreement between
them for the Rosseland mean at T >∼ 1 500 K, where gas species are the main opacity sources. For
lower temperatures, where opacities are dominated by dust grains, there is a discrepancy (a factor of
∼ 3 at most) in both the Rosseland and Planck mean values for all considered models.

I demonstrated that differences in the Rosseland mean opacity values provided by distinct opacity
models affect the hydrodynamical structure of steady-state accretion discs. Namely, higher values of
the Rosseland mean opacity lead to a hotter and more extended disc structure in the case of 1+1D and
2D disc modelling. Thus, these differences introduce an additional uncertainty factor in the chemical
modelling of protoplanetary discs. A disc chemical model is presented and discussed in the next
chapter.
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Chapter 3

Chemical evolution of protoplanetary discs
In this chapter, I briefly summarise the basics of astrochemical modelling and present the chemical
model applied in the next two chapters.

The first interstellar species, CN, CH+, and CH, have been identified by absorption spectroscopy
at visual wavelengths in 1937-1941 (Adams, 1941; Dunham, 1937; Dunham and Adams, 1941). To
date, more than 130 gas-phase species have been detected in space, with atomic masses ranging from
2 (molecular hydrogen) to 147 (HC11N), see http://astrochemistry.net. Many of these species
are organic molecules. The most notable example is the simplest amino acid glycine (NH2CH2COOH)
tentatively identified by Kuan et al. (2003). Moreover, solid-state features of abundant ices, like CO
and NH3, residing on grain surfaces in cold and dense environments, have been discovered by IR
spectroscopy (van Dishoeck, 2004). Such a chemical complexity and the great variety of the observed
molecules imply that much more relevant species, which have not been detected yet, must be involved
in the processes of their formation and destruction. Therefore, if one aims at the understanding by
what chemical pathways all these observed species might have been produced, it is unavoidable to
model the chemical evolution of a much larger number of species. This can be done by solving a sys-
tem of time-dependent kinetic equations describing chemical processes thought to proceed efficiently
under cosmic conditions, namely, gas-phase reactions, reactions on dust surfaces, and gas-grain inter-
actions.

Modern astrochemical reaction databases may include up to about 400 species involved in 4 000
gas-phase reactions and contain information about reaction rate coefficients (e.g., Aikawa and Herbst,
1999b; Le Teuff et al., 2000; Millar et al., 1991, 1997; Smith et al., 2004; Terzieva and Herbst, 1998b).
Among these thousands of reactions, only ∼ 10–20% have been studied in the laboratory or calculated
theoretically (see, e.g., Millar and Williams, 1988). The rate values often have significant uncertainties
of an order of magnitude or even larger (e.g., Herbst, 1980; Millar et al., 1997).

Nowadays two publicly available databases are widely applied in astronomy, namely, the UMIST1 95
(University of Manchester, T. Millar’s group, see Millar et al., 1997) and OSU2 03 (Ohio State Univer-
sity, E. Herbst’s group, see Smith et al., 2004) networks. Both databases comprise different sets of the
gas-phase reactions, with the rates that are not always the same (see discussion in Amin et al., 1997;
Semenov et al., 2004a). In addition, several databases of surface reactions have been compiled (e.g.,
Allen and Robinson, 1977; Hasegawa and Herbst, 1993; Hasegawa et al., 1992; Tielens and Hagen,
1982).

Despite the fact that these databases contain thousands of reactions, all these reactions fall into
only four classes of chemical processes, which are listed in Table 3.1 (after van Dishoeck and Black,
1988): The role of every process is discussed below.

The first simple astrochemical models have been developed to describe the chemistry in inter-
stellar clouds either by considering pure gas-phase reactions (Bates and Spitzer, 1951; Black and

1 http://visier.cfa.harvard.edu/viz-bin/VisieR?-source=J/A+AS/121/139
2 http://www.physics.ohio-state.edu/˜eric/research_files/cddata.july03
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Table 3.1. Types of chemical reactions in space

Bond formation

A + B→ AB + hν Radiative association

A− + B→ AB + e− Associative detachment

A + B‖grain→ AB + grain Surface formation

A + B + body→ AB + body Termolecular

Bond destruction

AB + hν→ A + B Photodissociation

AB + CRP→ A + B Dissociation by cosmic ray particles

AB + body→ A + B + body Collisional dissociation

AB+ + e− → A + B Dissociative recombination

Bond rearrangement

A + BC→ AB + C Neutral-neutral

A+ + BC→ AB+ + C Ion-molecule

A+ + BC→ A + BC+ Charge transfer

Ionisation

AB + hν→ AB+ + e− Photoionisation

AB + CRP→ AB+ + e− Ionisation by cosmic ray particles

Dalgarno, 1973; Herbst and Klemperer, 1973) or surface processes (Hollenbach and Salpeter, 1971;
Tielens and Hagen, 1982). Under the cold and “dark” conditions of dense molecular clouds and outer
disc regions (T ∼ 10–30 K, nH ∼ 104–108 cm−3, low ionising radiation), the chemical processes are
necessarily dominated by two-body gas-phase reactions without activation barriers (exothermic reac-
tions), creating more complex molecules. In the absence of effective desorption mechanisms, these
molecules freeze out and stay on dust grains, eventually forming thick icy mantles on which surface
reactions take place. In the inner disc parts density is so high (nH >∼ 1010 cm−3) that even three-body
processes become important (e.g., Aikawa et al., 2002). In more harsh environments, like diffuse
clouds and disc atmospheres (T >∼ 100 K, high ionising radiation), many chemical reactions with bar-
riers (endothermic reactions) proceed efficiently (e.g., Millar, 2000; van Dishoeck and Blake, 1998).
Furthermore, durig the last couple of years it has been recognised that many (multiply-) deuterated
species exist in space, thus one has to take the processes of deuterium fractionation into account (e.g.,
Bacmann et al., 2003; Millar et al., 1989; Parise et al., 2004; Roberts and Millar, 2000). This nearly
triples the amount of species and reactions to be considered. Accordingly, modern chemical models
may include up to 1 000 species involved in more than 10 000 reactions (e.g., Aikawa and Herbst,
1999a, 2001; Bettens and Herbst, 1996).

Because the chemical evolution of protoplanetary discs is a major topic of this thesis, I shall
restrict myself to this particular topic. The organisation of this chapter is the following. First, I
describe basics of the gas-phase and dust surface reactions in Sections 3.1 and 3.3. In Section 3.2
processes of accretion of gas-phase molecules onto dust surfaces, recombination of ions on grains,
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the sticking probabilities, and desorption mechanisms in the discs are overviewed. The chemical
model applied in the next chapters is also presented in these sections. In Section 3.4 I shortly explain
why and how deuterium fractionation can lead to the production of an enormous amount of deuterated
species in cold regions. The problem of initial conditions in astrochemical modelling is raised and
discussed in Section 3.5. Finally, I describe in Section 3.6how a system of equations of chemical
kinetics can be solved for given physical and initial conditions. A summary follows.

3.1 Gas-phase reactions
According to the compilation in Table 3.1, many chemical processes in space involve two reactants
and proceed entirely in the gas phase. The rate at which new gas-phase products AB form in reactions
between colliding species A and B can be written as αABn(A)n(B). Here n is the particle density of
a reactant (in cm−3) and αAB is the reaction rate coefficient (in cm3 s−1) describing the probability of
this reaction to occur under given physical conditions. In general, the rate values depend on the local
gas temperature only and are usually parameterised as follows (assuming the Maxwellian velocity
distribution):

αAB = α0

( T
300 K

)β
exp

(
− γ

T,K

)
, (3.1)

where α0 is the value of the reaction rate at the room temperature of 300 K, the parameter β char-
acterises the temperature dependence of the rate, and γ is the activation barrier (in Kelvin). For
exothermic reactions the latter parameter is essentially zero. Note that this convenient parameterisa-
tion (Arrhenius form) of the reaction rates is usually adopted in astrochemical modelling.

In the chemical model, I adopt the UMIST 95 ratefile for the gas-phase chemistry (Millar et al.,
1997). It contains information about 3864 reactions among 395 atomic and molecular species made
of 12 elements H, He, C, N, O, S, Si, Na, Mg, Fe, P, and Cl. Consequently, discussion in this section
is based on this set of chemical reactions.

3.1.1 Bond formation processes

The processes leading to the formation of molecular bonds are radiative association, associative de-
tachment, termolecular reactions, and surface reactions. The latter process is discussed below. The
termolecular reactions involve three reactants and thus are only important for the inner disc regions,
where n >∼ 1010 cm−3 (e.g., Le Teuff et al., 2000). Since the reaction rates of three-body processes are
poorly known, these reactions are neglected in the chemical model.

Contrary, the reactions of associative detachment are not efficient in dense environments despite
their high rate values (α0 ∼ 10−9 cm−3 s−1), mainly due to low abundances of negative ions (the
most abundant is the H− ion, nH− <∼ 10−12 cm−3). Overall, these reactions play only a minor role in
cosmic chemistry (e.g., van Dishoeck, 1998). The UMIST 95 database contains about 45 exothermic
reactions of this type, e.g., H− + H→ H2 + e− (α = 1.3 · 10−9 cm−3 s−1).

The most important process for the formation of new, more complex chemical species is the
radiative association. When two species collide, they form eventually a larger unstable molecule
(“collisional complex”), which can stabilise itself by emitting a photon of sufficient energy (e.g.,
Bates, 1951; Herbst and Klemperer, 1973; Williams, 1972). The reactions of radiative association
can be divided in two subclasses (e.g., Bates and Herbst, 1988). The first type of radiative association
occurs when an alternative ion-molecule reaction channel is not competitive. This class includes
reactions between molecular hydrogen acting as a neutral reactant and atomic or molecular ion. For
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example, at low temperatures reaction between C+ and H2 leads to the production of CH+
2 via radiative

association (α0 = 4.0 · 10−16 cm−3 s−1 and β = −0.2, Herbst, 1985) rather than to CH+ + H because
the latter ion-molecule pathway has a barrier of about 4 640 K (Adams et al., 1984). In the second
type of radiative associations the neutral reactant is a heavy molecule, which leads to the formation
of complex molecular ions (e.g., Huntress and Mitchell, 1979). The UMIST 95 database contains
about 75 radiative association reactions of both types, e.g. CH+

3 + CH3OH → C2H6OH+ (α0 =

7.8 · 10−12 cm−3 s−1 and β = −1.1 Herbst, 1987).
However, the rates of radiative association processes have uncertainties of one or two order(s)

of magnitude(s) and often even larger. The main reason is that the radiative association is a slow
process and the corresponding reaction rates cannot be accurately measured in the laboratory due to
the competition by other faster processes, like ternary association. On the other hand, it is also difficult
to compute these quantities because one has to deal with the modelling of the radiative stabilisation
of a complex molecular product. Thus, one may only wonder how all these uncertainties in the
reaction rates affect the results of chemical modelling since the radiative association is among the
most important routes to produce complex species.

3.1.2 Ionisation and bond destruction processes

As soon as new species are formed, they can either be dissociated or ionised by stellar and interstellar
UV photons, stellar X-rays, cosmic ray particles (CRP), CRP-induced UV photons, due to decay of
short-living radionuclides, and by reactions of dissociative recombination and collisional dissociation.

The latter destruction mechanism is only working for the disc regions in the closest vicinity of
the young star subjected to the strong stellar wind, because it requires high temperatures of more
than ∼ 2 500 K and high densities, n >∼ 108 cm−3 (e.g., Dalgarno and Roberge, 1979). There are a
handful of these endothermic reactions in the UMIST 95 database, e.g. H + H2 → 3H, with α0 =

4.67 · 10−7 cm−3 s−1, β = −1, and γ = 55 000 K (Millar et al., 1997).
The decay of extinct radioactive nuclides, like 26Al, 40K and 129I, with short half-lives of <∼ 0.1-

100 Myr is considered to be an important ionisation source in the deep disc interiors (see Table 3 in
Finocchi and Gail, 1997). Among these elements, 26Al is the most abundant one and thus it determines
the total ionisation rate ζRN. In the model, I adopt the constant value through the disc, ζRN = 6.1 ·
10−18 s−1 (Umebayashi and Nakano, 1981).

The two processes outlined above play a minor role in the global chemical evolution of protoplan-
etary discs. In contrast, photo- and CRP-ionisation and dissociation of neutral molecules followed by
rapid dissociative recombination of newly created molecular ions have a great impact on the chem-
istry.

3.1.2.1 Photodissociation and ionisation

The chemical processes in the upper disc layers are regulated by stellar and interstellar UV radiation.
These energetic (912 Å–3 000 Å) photons are able to break molecular bonds and destroy many neutral
species or ionise them. Some molecules, like CO, H2, and CN, dissociate at short wavelengths only
(λ <∼ 1 100 Å), while for other species (e.g., NaH) photodissociation occurs at wavelengths long ward
of 3 000 Å (van Dishoeck, 1998). One should also mention that some species (e.g., H2) dissociate en-
tirely by absorbing the UV photons of specific energies (line dissociation), whereas other molecules
dissociate by the continuum (e.g., CH4) or in both continuum and lines (e.g., C2). Moreover, dis-
sociation may proceed in different ways, namely, direct photodissociation, predissociation, coupled
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states dissociation, and spontaneous radiative dissociation (for a brief introduction, see van Dishoeck,
1988).

To calculate the photodissociation rate of a molecule, one has to integrate the frequency-dependent
photodissociation cross section together with the UV spectrum (continuum dissociation) or/and sum it
up with all possible line photodissociation rates, which depend on the oscillator strengths, dissociation
efficiencies, and intensity of the UV radiation (see Eqs. 1–2 in van Dishoeck, 1988). In contrast,
photoionisation proceeds via continuum absorption only. The most complete database of the depth-
dependent photo rates have been computed by van Dishoeck (1988), assuming the mean interstellar
UV field of Draine (1978) and that UV photons penetrate into a slab region in perpendicular direction
(1D plane-parallel model).

Many authors have estimated the average interstellar UV field in the vicinity of the Sun (e.g.
Draine, 1978; Habing, 1968; van Dishoeck, 1988). It can be described as a diluted radiation from an
early B star (Teff ∼ 30 000 K) located at a distance of ∼ 10 pc, with a cut-off at 912 Å due to absorption
by interstellar atomic hydrogen (e.g., van Dishoeck, 1994). I adopt the standard mean interstellar UV
field (G = 1) of Draine (1978) in the form suggested by van Dishoeck (1988, see their Eq. 3).

As it has been revealed from observations, young low-mass stars possess relatively intense UV
radiation. It is above the photospheric level and higher than expected from the effective stellar tem-
peratures. This fact is related to the on-going process of accretion of the circumstellar matter on the
central star(s) (see, e.g., Herbig and Goodrich, 1986; Imhoff and Appenzeller, 1987; Mannings et al.,
2000; Montmerle et al., 1993). Following these observations, it has been assumed in various studies
of the disc chemistry that the unattenuated stellar UV flux at the distance of 100 AU from the star
reaches a value of about 104 times higher than the intensity of the interstellar radiation field (e.g.,
Aikawa and Herbst, 2001; Markwick et al., 2002; Willacy and Langer, 2000). Accordingly, I utilise
the same value G∗ = 104 ·G in the chemical model. However, recently Bergin et al. (2003) have shown
that the strength of a realistic stellar far-ultraviolet (FUV) field is signicantly lower than this value and
that the radiation field is dominated by strong line emission, most notably the Lyman α radiation. This
necessitates the use of an UV radiation transfer and frequency-dependent photodissociation cross sec-
tions data in the chemical model in order to represent adequately the realistic dissociation rates, which
is left for the future.

In order to calculate the extinction of the UV radiation at any given disc location, I use a simple
equation (1D slab model):

AV =
NH

1.59 · 1021

mag
cm−2 , (3.2)

where NH is the column density of hydrogen nuclei between the point and the star (see, e.g., Aikawa
et al., 2002), and the factor 1.59 · 1021 cm−2 is the hydrogen column density to reach the visual extinc-
tion AV = 1 mag, assuming uniform 0.1µm spherical grains made of astrosilicate (Draine and Lee,
1984) and dust-to-gas mass ratio of 1%. The extinction of the interstellar UV radiation is computed in
a similar way but in vertical direction only. Note that the stopping length for penetrating UV photons
corresponds to the optical depth AV ∼ 5–10, and thus NH ∼ 1022 cm−2 (≈ 10−2 g cm−2).

The expression 3.2 does not account for the scattering of the stellar UV photons, which penetrate
the disc at small incident angles in respect to the surface. As it has been demonstrated by Bergin et al.
(2003) and van Zadelhoff et al. (2003), the scattering allows UV photons to propagate closer to the
“dark” disc interior. Still, this is a second-order effect in comparison with the direct dust attenuation.

There are about 150 photoreactions in the UMIST 95 database (mostly from van Dishoeck, 1988),
e.g. CH3 + hν→ CH + H2 (α0 = 2.5 · 10−10 cm3 s−1 and γ = 1.9). The corresponding photorates are
parameterised as

α = α0 ·G exp(−γAV). (3.3)
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Here G represents the intensity of the unshielded interstellar (or stellar) UV radiation field, AV is the
dust extinction at visible wavelengths, and γ is the parameter describing the increased extinction of
dust at short wavelengths (Millar et al., 1997). Note that the latter two factors are different for different
grain populations (Roberge et al., 1991).

One still has to consider the self- and mutual-shielding of H2 and CO. Both these molecules are
so abundant that they can shield themselves and each other from the UV radiation.

The photodissociation of H2 occurs through discrete absorption in Werner and Lyman bands in
the wavelength range between 912 Å and 1 110 Å with an efficiency of ∼ 10% (e.g., Dalgarno and
Stephens, 1970). Given the fact that these lines become optically thick when the hydrogen column
density reaches ∼ 1014 cm−2, it is unavoidable to take into account the effect of the H2 self-shielding
in the disc chemical modelling. To calculate the H2 shielding, I use an analytical expression (37) from
Draine and Bertoldi (1996)

Fsh(H2) =
0.965

(1 + x/b5)2 +
0.035

(1 + x)0.5 exp
[
−8.5 · 10−4 (1 + x)0.5

]
, (3.4)

where x = N(H2)/5 · 1014 cm−2 and b5 = 3
√

T/100 K cm s−1. The unattenuated dissociation rate of
H2 for the interstellar UV radiation (G = 1) is taken as 3.4 · 10−11 cm3 s−1.

The photodissociation of CO molecules is dominated by discrete absorption at λ <∼ 1120 Å (van
Dishoeck, 1988). Since hydrogen molecules dissociate in the same wavelength range, one has to
account for mutual shielding by coincidental lines of H2 and dust extinction when calculating the CO
self-shielding. This is a complex task and there is no convenient analytical representation similar
to Eq. (3.4). Therefore, I follow the approach of van Zadelhoff et al. (2003) and compute the CO
self-shielding by interpolating the values from Table 11 of Lee et al. (1996), where a set of shielding
factors is given as a function of the H2 and CO column densities and visual extinction by dust grains.
As initial guess for the CO column densities in the medium under consideration, I use those of H2 and
scale them by a constant factor, CO/H2 = 6 · 10−5. The adopted unattenuated photodissociation rate
of CO molecules is 2.0 · 10−10 cm3 s−1.

3.1.2.2 CRP- and CRP-induced dissociation and ionisation

The cosmic ray particles (CRP) consist of relativistic (>∼ 1 Mev per nucleon) protons, electrons,
positrons, and heavier ions. Due to a high penetration ability, they serve as a significant ionisation
source in many astrophysical objects, like dense clouds or protoplanetary discs (e.g., Dalgarno and
McCray, 1972; Millar, 2000). Cosmic rays with energies below about 1 Gev are not likely reached the
disc surface because they are absorbed in the interstellar medium, and can also be scattered on stellar
winds in vicinity of the central star (e.g., Dolginov and Stepinski, 1994). When cosmic ray particles
propagate through the disc, they lose their initial energy by ionising and dissociating the disc matter,
though even the most energetic CRP cannot propagate till the midplane due to high surface density of
the inner disc region (r <∼ 30 AU). In contrast to UV photons and X-rays, the stopping length for CRP
is much larger, ∼ 96 g cm−2 (≈ 1026 cm−2) (Umebayashi and Nakano, 1981). The UMIST 95 database
contains 10 processes of this type, with the rates that proportional to the total CRP ionisation rate,
α ≈ ζCR (e.g., He + CRP→ He+ + e−, α = 1/2 · ζCR).

The exact value of the cosmic-ray ionisation rate ζCR is poorly known, ζCR ∼ 10−17–5 ·10−17 s−1. In
the chemical model, I adopt ζ0 = 1.3 · 10−17 s−1 (Umebayashi and Nakano, 1981) and use the standard
expression to compute the cosmic-ray ionisation rate through the disc (see, e.g., Finocchi and Gail,
1997):

ζCR =
1
2
ζ0

[
exp (−Σ1(z, r)/100) + exp (−Σ2(z, r)/100)

]
, (3.5)
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where Σ1(z, r) is the surface density (g cm−2) above the point with height z at radius r, Σ2(z, r) is the
surface density below the point with height z at radius r.

In dense disc interior, a secondary diffuse UV field is generated due to excitation of molecular
hydrogen by collisions with energetic (∼ 30 MeV) secondary electrons, which are produced due to
the cosmic-ray ionisation of H2 (the so-called Prasad-Tarafdar mechanism, see Prasad and Tarafdar,
1983). In the absence of the direct stellar and interstellar UV radiation in these heavily obscured disc
regions, the CRP-induced UV photons become an important chemical factor. The UMIST 95 database
includes 68 CRP-induced photoreactions with rates taken from Gredel et al. (1987, 1989) (e.g. H2O
+ CRP-hν→ OH + H with γ = 971),

α = ζCRγ/(1 − ω), (3.6)

where γ describes the probability per cosmic-ray ionisation that this particular photoreaction takes
place and ω is the dust albedo in the far UV, typically 0.6 at 1 500 Å (Millar et al., 1997).

3.1.2.3 Ionisation and dissociation by stellar X-rays

It is well known from the X-ray satellites, like ROSAT, ASCA, and Chandra, that young stars are
strong emitters of magnetic-powered X-rays (2–10 keV), with X-ray luminosities being 10 to more
than 104 times (1029–1031 erg s−1) larger than that of the Sun (Feigelson and Lawson, 2004; Feigelson
and Montmerle, 1999; Montmerle et al., 1983; Tsuboi et al., 1999). The stellar X-ray emission is an
important chemical factor since it has a penetration depth of ∼ 1025 cm−2 (Glassgold et al., 1997a),
which is larger than that of UV photons but smaller than that of cosmic ray particles. Similar to
CRP, they ionise and dissociate chemical species and produce a number of secondary energetic elec-
trons, which in turn collide, ionise, and dissociate molecules (e.g., Maloney et al., 1996). The X-ray
photoprocesses are not included in the UMIST 95 ratefile, likely because the relevant reactions have
been scarcely studied (see Lepp and Dalgarno, 1996; Maloney et al., 1996; Neufeld et al., 1994). I
assume that the X-ray photoreactions proceed exactly like those induced by cosmic ray particles and
substitute the CRP reaction rates in the UMIST 95 (ζCR) by the sum of ζCR and ζX. Here the X-ray
ionisation rate in the disc, ζX, is computed according to Glassgold et al. (1997a,b) with parameters for
their high depletion case. The source of X-rays is assumed to be located at z = 12 R� above the stellar
photosphere Glassgold et al. (1997a).

3.1.2.4 Dissociative recombination

The molecular ions are efficiently destroyed in the reactions of dissociative recombination with elec-
trons and negative ions. These processes are especially fast at low temperatures, with typical rates
of about 10−7 cm−3 s−1 at 10 K, because of the long-range Coulomb attraction between positive ions
and negative species. Therefore, the corresponding reaction rates have a negative dependence on the
gas temperature, β ≈ −0.5 (Millar et al., 1997). While these rates can be computed (e.g., Bates and
Herbst, 1988) and measured (e.g., Spanel and Smith, 1994) rather accurately, a major uncertainty
is the branching ratios of the reaction products. Millar et al. (1988) have shown that the uncer-
tainties in the branching ratios may introduce additional uncertainty in the calculated abundances
of complex molecules (see also Semaniak et al., 2001), which should be taken into account in the
chemical modelling. The UMIST 95 database contains 440 (∼ 11%) reactions of the dissociative re-
combination type between electrons and positive molecular ions (e.g., HCO+ + e− → CO + H with
α0 = 1.1 · 10−7 cm−3 s−1, β = −1, and no activation barrier).
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3.1.3 Bond rearrangement processes

3.1.3.1 Ion-molecule reactions

A common factor in all astrochemical databases is that the chemistry is dominated by ion-neutral
processes, which control the formation and destruction pathways for most of the species. For example,
among the full set of 3 864 reactions included in the UMIST 95 database (Millar et al., 1997), ≈ 2 700
are ion-neutral reactions (≈ 70%). Why is this particular class of reactions so important?

Most of these reactions are exothermic; their rate coefficients are relatively high, ∼ 10−9 cm−3 s−1,
and do not depend on the gas temperature (β = 0) or even increase at low temperatures (β < 0), see
e.g. (Le Teuff et al., 2000; Millar et al., 1997). For exothermic reactions the simple Langevin theory
applies that relates the rate coefficient α with the isotropic polarisability of the neutral molecule δ
and the reduced mass µ (see, e.g., Clary, 1988): α = 2π

√
δ
µ
. Obviously, the Langevin rate does not

depend on temperature. A good example for such a reaction in the UMIST 95 database is protonation
of formaldehyde by protonated molecular hydrogen, H+

3 + H2CO → H3CO+ + H2, with the rate
α0 = 6.3 · 10−9 cm−3 s−1. For molecules that possess a large dipole moment, the rate values may
even increase toward low (∼ 10 K) temperatures (i.e. low velocities) due to the long-range Coulomb
attraction between positive ions and negatively charged side of the molecules. An example of such a
reaction is protonation of a long carbon chain: H+

3 + C4H3→ C4H+
4 + H2 with α0 = 2.3 ·10−9 cm−3 s−1

and β = −0.5 (see Le Teuff et al., 2000; McEwan et al., 1999). Furthermore, the effect of the long-
distant attraction and thus the reaction rate value is even larger for reactions between negatively and
positively charged ions, e.g. H+

3 + H− → 2H2 with α0 = 2.3 · 10−7 cm−3 s−1 and β = −0.5 (mutual
neutralisation).

3.1.3.2 Neutral-neutral reactions

Although the ion-molecule reactions have been shown to be particularly rapid at low temperatures
by both laboratory measurements and theoretical calculations since many years (e.g., Dalgarno and
Black, 1976), it was not until recently when it was realised that a more limited number of neutral-
neutral reactions can also be fast under interstellar conditions. Especially, the rates of some radical-
radical reactions are controlled by the long-range attraction force and thus increase toward low tem-
peratures (see, e.g., Smith, 1988). The UMIST 95 chemical set includes 394 (10%) of such reactions,
particularly, those between radicals and radicals, radicals and open-shell atoms, and radicals and un-
saturated molecules (Clary, 1988; van Dishoeck, 1998). The typical rate coefficient for these reactions
is ∼ 10−11-∼ 10−10 cm−3 s−1, i.e., only about an order of magnitude lower than for the ion-molecule
processes. However, it is difficult to measure accurately the rates of the fast neutral-neutral reactions
at low temperatures in the laboratory. Thus, their rate values have been mostly calculated (e.g., Clary
et al., 1994; Smith et al., 2004). Examples of these three subtypes of neutral-neutral reactions from the
UMIST 95 database are: (1) O + OH→ O2 + H, α0 = 4.34 · 10−11 cm−3 s−1, β = −0.5, and γ = 30 K
(two open-shell species); (2) CN + O2 → OCN + O with α0 = 2.5 · 10−11 cm−3 s−1, β = −0.76, and
γ = 10 K (two radicals); and (3) thermally neutral CH3 + HCO→ CH4 + CO, α0 = 2.0·10−10 cm−3 s−1

and γ = 0 K (a radical and an unsaturated molecule).

3.2 Gas-grain interactions
The dust in protoplanetary discs is not only a fundamental physical factor determining their thermal
and density structure (see previous chapter), but it is also an important chemical ingredient. Dust



3.2. GAS-GRAIN INTERACTIONS 31

grains are relatively underabundant in respect to hydrogen, but they have much larger geometrical
cross sections for interactions. In cold disc regions, grains mainly serve as a passive sink for heavy
molecules and electrons and provide free electrons to dissociate colliding positive ions, thus partic-
ipating in global chemical and (re-) charging processes in the disc. Their surfaces can also act as
catalyst for otherwise prohibited reactions, whose products can be returned back into the gas phase
by several desorption mechanisms. All these processes are briefly outlined in this section.

3.2.1 Accretion and sticking on dust grains

The accretion rate kac(i) of the i-th species onto dust grains is given by

kac(i) = πa2
dvth(i)ndS ,

where vth(i) =
√

8kTgas/πmi is the thermal velocity for the i-th species, nd is the number of dust grains
per unit volume, Tgas is the gas temperature, mi is the atomic mass of the i-th species, and k is the
Boltzmann constant.

When a molecule or an atom happens to strike a dust grain in cold disc regions (T ∼ 10 K), it
should definitely stick to the surface. Most probably, S is close to unity for all molecules (except for
H2, H, and He) sticking to 0.1µm dust grains at T = 10 K because usually molecular kinetic energy
is much smaller than the binding energy to the grain surface (Ekin � ED), and the timescale for a
molecule to loose excess kinetic energy after touching a grain is very short (see, e.g., d’Hendecourt
et al., 1985).

However, the effective sticking probability for a grain depends on its surface properties, namely,
the distribution of passive and active sites for chemisorbing and physisorbing of newly frozen species.
Chemisorption implies the formation of a chemical bond between a surface species and a grain, and
thus is characterised by relatively large desorption energies of ∼ 10 000 K. Physisorption is caused
by van der Waals forces implying weak binding (typically, ∼ a few 100 K), and therefore physisorbed
species can be returned to the gas more easily (e.g., Williams, 1993).

The sticking coefficients can be measured (see, e.g., Mattera, 1978) or computed (e.g., Buch and
Zhang, 1991; Jones and Williams, 1985). However, caution should be taken in implementing mea-
sured values because fast re-evaporation may occur during the experiment for species with low bind-
ing energies, i.e., atoms and radicals (d’Hendecourt et al., 1985).

Therefore, I assume that S = 1 for all species except for H2, H, and He. For atomic hydrogen,
I estimate the sticking coefficient from Eq. (3.7) by Hollenbach and McKee (1979), while those for
helium and molecular hydrogen are assumed to be zero. However, at higher temperatures S is likely
to be smaller (Burke and Hollenbach, 1983). To account for this tendency, I multiply the initial S = 1
for neutrals by an additional factor equal to the fraction of molecules of a given kind that have thermal
energy lower than the desorption energy for this species (assuming Maxwellian velocity distribution).

3.2.2 Desorption processes

Since the sticking of heavy molecules proceeds with almost 100% efficiency, there must be some
mechanisms to return these species back into the gas phase as it is required by their relatively high
observed abundances (e.g., Charnley et al., 1990). The desorption processes, which are taken into ac-
count in my chemical model, are thermal evaporation, cosmic ray induced desorption, and photodes-
orption. There are also other desorption mechanism that are only shortly mentioned (for a review, see
Tielens and Hagen, 1982).
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3.2.2.1 Thermal desorption

Thermal desorption is the simplest desorption mechanism. When a dust grain achieves a certain
temperature Td, an individual molecule in the mantle leaves the grain if it acquires more energy than
its binding energy (e.g., Leger et al., 1985; Williams, 1993). The thermal evaporation rate kth(i) of the
i-th surface species is

kth(i) = ν0 exp(−TD(i)/Td), (3.7)

where kTD(i) is the binding energy for physical adsorption of the i-th species to the dust surface and ν0

is the characteristic vibrational frequency for the adsorbed species given by Hasegawa et al. (Eq. (3)
from 1992).

3.2.2.2 CRP-induced desorption

When cosmic rays penetrate into the disc, they deposit energy in each grain they hit, which causes
a modest heating and thus evaporation of volatile surface molecules (e.g., Hartquist and Williams,
1990; Leger et al., 1985; Watson and Salpeter, 1972). The cosmic ray desorption rate kcr(i) of the i-th
surface species has been estimated by Hasegawa and Herbst (1993) as

kcr(i) = 3.16 · 10−19ν0 exp(−TD(i)/Tcrp), (3.8)

where Tcrp is the peak temperature of the grain due to CRP-heating.
This expression is based on the assumption that a cosmic ray particle (usually an iron nucleus)

deposits on average 0.4 MeV into a dust grain of the adopted radius, impulsively heating it to 70 K for
cold 0.1µm silicate dust. As in a disc much higher dust temperatures are expected, I used data from
Leger et al. (1985) to take into account the dependence of the cosmic ray heating on the initial dust
temperature. The peak temperature is approximated as

Tcrp = (4.36 · 105 + T 3
d )1/3. (3.9)

This expression predicts that a grain heats up to 76 K at Td = 10 K and gives almost no heating for
Td >∼ 100 K.

The values of TD for most species are taken from Hasegawa and Herbst (1993). There are some
species in the UMIST 95 database for which desorption energies are not given in that paper. For these
species, TD is interpolated from values of chemically identical species or estimated as

TD = 50Ai, (3.10)

with Ai being the corresponding atomic number, which is a good approximation for species from
Table 4 of Hasegawa and Herbst (1993). The adopted desorption energies are listed in Table B.1.

3.2.2.3 Photodesorption

In less opaque disc regions (e.g., disc surface), penetrating UV photons may lead to photoevaporation
of surface species. The probability per one UV photon for a surface species to be evaporated is
described by the so-called photoevaporative yield Y . For some simple molecules, like H2O, CH4,
and NH3, the values of these yields have been measured in the laboratory (e.g., Bourdon et al., 1982;
Greenberg, 1973; Westley et al., 1995), which results in controversial values between ∼ 10−10 and
10−5.
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In the disc chemical model, I take into account photodesorption processes with the rate given by

kph =
[
GS exp(−2AS

V) + GIS exp(−2AIS
V )

]
Yπa2

d, (3.11)

where GS and GIS are intensities of the stellar and interstellar UV radiation expressed in units of the
mean interstellar radiation field. AS

V and AIS
V are the corresponding visual extinctions in the direction

to the star and in the vertical direction, and Y is the photodesorption yield for which I adopted the
expression

Y = 0.0035 + 0.13 exp(−336/Td), (3.12)

derived by Walmsley et al. (1999) from the experimental data obtained by Westley et al. (1995).

3.2.2.4 Other desorption mechanisms

There are other desorption mechanisms which have been proposed to resolve the problem of high
observed molecular abundances in dense and cold molecular cloud cores, namely, chemical (explo-
sive) desorption and X-ray induced desorption (see, e.g., d’Hendecourt et al., 1982; Greenberg, 1973;
Leger et al., 1985).

The first mechanism is based on the suggestion that surface exothermic reactions between frozen
radicals can lead to explosive desorption of mantle material (e.g., Greenberg, 1973). These radicals
are likely produced by UV irradiation, and explosions are triggered when grain temperature rises
to a critical value either due to grain-grain collisions or cosmic ray heating (Williams, 1993). The
laboratory experiments of d’Hendecourt et al. (1982) have revealed that for CO films deposited on
metal surface, this critical temperature is around 27 K. Since it is difficult to distinguish this process
from thermal evaporation, I do not take it into account.

The X-ray induced desorption is similar to CRP-induced desorption mechanism. However, the
X-rays are able to heat entirely only small grains, <∼ 0.05µm (e.g., Leger et al., 1985; Najita et al.,
2001). The X-ray induced desorption is not efficient for large 0.1µm grains adopted in my chemical
model. Therefore, it is neglected.

3.2.3 Grain charge

In a dark and dense environment, like a protoplanetary disc midplane, grains play an important role
in ion recombination and can be the dominant charged particles in some disc regions. The charge of
grains can sensitively depend on the grain size distribution, icy mantle composition, physical condi-
tions etc. (e.g., El-Nawawy et al., 1992; Nishi et al., 1991). As most of the disc regions are shielded
from direct stellar and interstellar radiation, photoelectric effects producing positively charged grains
are effective only for the hot inner disc interior and disc surface (e.g., Watson, 1974). In the rest of
the disc, grains are negatively charged because of the larger velocity of electrons compared to that of
positive ions (e.g., d’Hendecourt et al., 1985). This means that at least a simplified treatment of grain
charging processes must be included in the chemical model in order to compute fractional ionisation
of the disc correctly.

I consider neutral, positively charged (+1), and negatively (-1) charged grains separately (e.g.,
d’Hendecourt et al., 1985). A grain attains a negative charge or looses a positive charge colliding with
free electrons. The probability of electron sticking to grain surfaces is assumed to decrease exponen-
tially with dust temperature Td, so that the sticking coefficient is around 0.5 at Td ∼ 10−20 K, close to
the value obtained by Umebayashi and Nakano (1980), and is essentially zero at higher temperatures.
Via dissociative recombination of a gas-phase ion, a grain looses one electron and becomes neutral
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or positively charged. The corresponding set of dissociative reactions on grains is created using the
UMIST 95 dissociative reactions of molecular ions with electrons and their branching ratios (Millar
et al., 1997). The collisional rates between electrons and positively charged grains are multiplied by
a factor correcting for the long-distant Coulomb attraction, Cion = 1 + e2/kadTd, where ad = 0.1 µm is
the grain radius (Umebayashi and Nakano, 1980).

Then, the total rate coefficients are calculated by

kdr(i) =
∑

j

α jπa2
dvth(i)ndCion, (3.13)

where Td is the dust temperature (Rawlings et al., 1992). Here the summation is over different re-
combination channels; the quantity α j denotes the probability of a particular channel. I assume that
the sticking probability S = 1 for all ions and that products of these reactions return to the gas phase
immediately.

3.3 Surface reactions
The surfaces of dust grains serve as a natural catalyst for many reactions that otherwise cannot proceed
efficiently in the gas phase. The most notable example of such a reaction is the formation of molecular
hydrogen which occurs almost entirely on dust surfaces, as it has been inferred from observations
of H2 in diffuse clouds (e.g., Jura, 1975; Stantcheva and Herbst, 2004). There is also increasing
observational evidence that certain gas-phase species are produced on the surfaces of dust grains and
then desorbed back in the gas (e.g., NH and CH3OH in diffuse clouds, Meyer and Roth 1991 and
Shalabiea and Greenberg 1994).

The study of surface chemistry has started with the pioneering investigations of Hollenbach and
Salpeter (1971) and Watson and Salpeter (1972), who mainly focused on the surface formation of H2

and some simple saturated species such as H2O, CH4, and NH3 (see Hasegawa et al., 1992). Later,
Allen and Robinson (1977) have considered a large set of surface association reactions without barrier.
Tielens and Hagen (1982) have studied the chemical evolution of surface species on large grains and
considered the effect of various migration rates for light atoms and heavy molecules. A comprehensive
model of surface chemistry has been presented by Hasegawa et al. (1992) and Hasegawa and Herbst
(1993), who have also published their full set of surface reactions with rates. Recently, Stantcheva
and Herbst (2004) have presented a gas-grain model in which the gas-phase chemistry is treated by
the standard rate equation approach, whereas the surface chemistry is modelled stochastically, and
compared these results with the deterministic model that uses the rate equation method for both the
gas-phase and surface chemistry.

Let us consider a large 0.1µm silicate grain that has about 106 sites for accretion of molecules
from the gas. An atom or light molecule may migrate over the surface from site to site by thermal
hopping, when its energy exceeds the barriers for particle motions and if it is not chemisorbed (e.g.,
Hollenbach and Salpeter, 1971). However, for cold grains with T ∼ 10 K and the lightest species
(e.g., H, H2) this process become less efficient than the direct quantum mechanical tunnelling through
the potential barriers (e.g., Williams, 1993). This leads to enhanced conversion of the surface CO, O2,
H2CO, etc. to their more hydrogenated analogues (e.g., Tielens and Hagen, 1982).

Migrating species may find another surface species and react. Then exothermic reactions occur
and lead to the formation of product species in an excited state, which usually results in the ejection
of the molecule from the surface back in the gas (e.g., Williams, 1993). The surface reaction rate
can be calculated similar to the gas-phase rate by taking into account diffusion timescale for a species
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to migrate over the surface (the so-called “diffusion-limited” regime) and the probability for this
particular reaction to occur after an encounter (which is 100% for exothermic reaction without a
barrier), see Eq. (5) in Hasegawa et al. (1992). Given the large potential barriers for most complex
species, significantly large surface rates correspond to reactions with light species, namely, atoms and
diatomic molecules (e.g., Tielens and Hagen, 1982). However, the standard rate equation approach
to estimate the surface rates become questionable in a situation when reactions occur much faster
than the accretion rate of molecules on grain surfaces (the so-called “accretion-limited” regime), and
thus some species have average surface abundances smaller than one (e.g., Charnley et al., 1997;
Stantcheva and Herbst, 2004).

In this case, one has to deal with stochastic methods, like Monte-Carlo approach (e.g., Tielens and
Hagen, 1982) and the master equation approach (e.g., Biham et al., 2001; Green et al., 2001), or use
semi-empirical modifications of the standard rate equations (“modified rate approach”, e.g., Caselli
et al., 1998; Stantcheva et al., 2001). Unfortunately, with these methods it is not possible to consider
surface chemistry of more than a handful of species. Therefore, I follow the standard rate equation
approach.

The surface reactions as well as their rates are taken from the set compiled by Hasegawa et al.
(1992) and Hasegawa and Herbst (1993) with the appropriate correction for different gas densities.
The activation energy of 1000 K is adopted for the O + CO surface reaction (Hasegawa and Herbst,
1993). The set of adopted surface reactions is listed in Table B.2.

3.4 Deuterium fractionation

Several tens of (multiply-) deuterated species in space have been detected over the last few decades,
with abundances that are comparable with those of non-deuterated analogues and which have much
higher D/H ratio than the cosmic value of ∼ 0.01% (e.g., see Table I in Millar, 2003). Such over-
abundance of deuterated species is possible due to a particular reaction, H+

3 + HD → H2D+ + H2 +

232 K, which has zero-point energy difference implying that the forward reaction is exothermic and
thus more probable in cold environments (T <∼ 30 K) than the slightly endothermic backward reaction
(e.g., Millar et al., 1989). Consequently, this leads to the formation of H2D+ ions in large amounts,
H2D+/H+

3 � HD/H2. This ion is reactive and thus it triggers the production of other, more complex
deuterated species via both the gas-phase and surface reactions (see, e.g., Roberts et al., 2002, 2003;
Roberts and Millar, 2000). For example, recent observations of prestellar cores by Bacmann et al.
(2003) have revealed that simple organic deuterated molecules, like DCO+ and deuterated methanol,
can be as abundant as their main isotopomers. Moreover, Ceccarelli et al. (2004) have detected H2D+

in the DM Tau and TW Hya discs and argued that it is likely the most abundant ion and thus a good
tracer of the ionisation degree in protoplanetary discs (see also the next chapter).

However, there is no unique approach to model deuterium chemistry because the rates and branch-
ing ratios of many relevant reactions are not well studied. Usually, these missed values are taken to be
equal to those of the analogous reactions involving the main H-bearing species (e.g., Le Teuff et al.,
2000; Millar, 2003). In the chemical model, I utilise a small set of deuterium reactions from Bergin
et al. (1999). This set includes primal formation and destruction routes relevant to the chemical evolu-
tion of OD and HDO. It consists of about 60 gas-phase and 10 gas-grain reactions among 11 gas-phase
species including accretion onto and desorption from dust surfaces of D, OD, and HDO species. The
elemental abundance of deuterium, D/H=1.52 · 10−5, is taken from Piskunov et al. (1997).
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3.5 Initial conditions for chemistry

The problem of the initial conditions for chem-
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Figure 3.1. Percentage agreement between calcu-
lated and observed gas-phase abundances.

ical models of star-forming regions remains an
open issue. The modelling of pre-protostellar ob-
jects commonly starts with a purely atomic or partly
ionised initial composition, while in reality the
initial abundances even for a moderately dense
medium must reflect its previous evolution. Even
though the atomic or ionic initial composition can
be adequate in pre-protostellar objects, the situ-
ation is different in protoplanetary discs, where
the chemical composition at the beginning of the
modelling is obviously more advanced. One way
to cope with this problem is to use “sliding” ini-
tial conditions, when the initial abundances are
set to be mostly atomic at the outer radius of the disc. Then, a chemical model is run, and the final
abundances at a given radius are used as initial abundances at the next radius, closer to the disc centre
(Bauer et al., 1997; Willacy et al., 1998). Another approach is to compute the input abundances with
the model of a dark cloud, out of which the disc has evolved (e.g., Aikawa and Herbst, 1999b; Aikawa
et al., 2002). Willacy et al. (1998) have compared both methods and found that they provide almost
similar results because in a dense environment reasonable molecular abundances are reached within a
fraction of a year even with the atomic initial composition.

To simplify the modelling and analysis of the results, I
He 1.95(−1) C 1.57(−4)

N 4.94(−5) O 3.60(−4)

S 1.83(−7) Si 1.95(−8)

Na 4.50(−9) Mg 2.18(−8)

Fe 5.48(−9) P 4.32(−10)

Cl 2.00(−9)

Table 3.2. Cosmic elemental
abundances in respect to hydrogen

adopted the second approach. The choice of a cloud model
in Aikawa et al. (2002) and in previous papers of this group
is based on the analysis of the Ohio New Standard Model per-
formed by Terzieva and Herbst (1998a,b). These authors have
developed a simple criterion that allows estimating how good
the chemical model is in reproducing the chemical composi-
tion of a given object. Adopting a fixed density of 2 · 104 cm−3

and a gas temperature of 10 K, Terzieva and Herbst (1998b)
have found that with the pure gas-phase chemistry, the chem-
ical composition of the two typical molecular clouds, namely,
TMC-1 and L134N, is best reproduced after about 3 ·105 years

of the evolution. Aiming to reproduce the observed low abundances of water and molecular oxy-
gen, Roberts and Herbst (2002) added surface chemistry to this model and found that the consistency
interval can be shifted toward later time, t ∼ 106 years.

As I use the UMIST 95 ratefile, I perform a similar analysis for this database. The observed
abundances for TMC-1 and L134N are taken from Ohishi et al. (1992) and Langer et al. (1997).
Following Terzieva and Herbst (1998a), I assume that an abundance of a given molecule is consistent
with observational data if it lies within an order of magnitude of the observed abundance. When
the observed abundance is an upper limit, I assume that the computed abundance is in agreement
with observations if it is less than or equal to 10 times this upper limit. With the same density,
temperature, and the surface chemistry included, I find that for my chemical model the agreement is
best at t ∼ 106 years (Fig. 3.1). The “low-metal” set of abundances is adopted for this computation
(Lee et al., 1998), which is compiled in Table 3.2. The ‘low-metal” means that Na, Si, Mg, Fe,
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P, and Cl are initially depleted onto dust grains with depletion factors of 103, 5 · 103, 6 · 103, and
1.1 · 104. The cosmic abundances for all elements but P and Cl are taken from Aikawa et al. (1996)
and for Cl and P from Grevesse and Sauval (1998). I use the set of gas-phase and surface abundances
obtained with the above model for t = 106 years as the initial conditions. The brief outline of this
set is the following (abundances relative to the number of hydrogen nuclei are given in parentheses):
The primary carbon-bearing compound is surface formaldehyde (3.7 · 10−5) which also accounts for
a significant fraction of the overall oxygen content, being second only to surface water (7.8 · 10−5).
Gas-phase oxygen and carbon are locked in CO molecules (2.8 · 10−5). A fraction of oxygen is also
present in atomic (1.1 · 10−5) and molecular (8.7 · 10−6) form. Gas-phase nitrogen is contained mainly
in N2 molecules (9.7 · 10−6), while in icy mantles the main N-bearing species are HCN and HNC
(∼ 10−6 each) with a slightly lower amount of CH2NH, NH3, and NO. Sulphur is distributed almost
equally between gas and dust phases. In the gas phase it is locked in CS molecules (2.9·10−8). Surface
sulphur is bound in H2S (2.2 · 10−8) and H2CS (1.5 · 10−8). Even though the density is not so high,
metals are already significantly depleted. Surface abundances of Mg, Fe, and Na constitute about 1/3
of their total abundances. The dominant ions are HCO+ (3.8 · 10−9), H+

3 (3.5 · 10−9), Mg+ (1.9 · 10−9),
C+ (1.3 · 10−9), and Fe+ (1.2 · 10−9).

3.6 Chemical modelling
All chemical processes discussed above can be mathematically formalised by the equations of chemi-
cal kinetics. In essence, each equation describes the change of concentration of a gas-phase or surface
species due to the gas-phase and surface reactions and gas-grain interactions. For a surface species i,
the kinetic equation is (e.g., Herbst, 1993):

dns(i)
dt

= ΣlΣ jkl jns(l)ns( j) − ns(i)Σ jki jns( j) + Racc(i) − kdes(i)ns(i), (3.14)

where the first term describes the production of the species i, second term accounts for its destruction,
and last two terms describe accretion and desorption of the species i. For a gas-phase species, the
equation is essentially the same, with the last two terms having opposite signs in respect to those in
Eq. 3.14.

The equations of chemical kinetics form a sys-

Figure 3.2. The computational time needed to sim-
ulate the chemical evolution in a disc location with
chemical networks of various sizes.

tem of ordinary differential equations (SODE). The
rates kl j of all chemical reactions in the model
have so different scales that the corresponding SODE
is stiff and requires a special mathematic algo-
rithm for integration.

I use the code DVODE, which is based on the
Variable Coefficient method to solve systems of
stiff and non-stiff differential equations (Brown
et al., 1989). This code utilises variable time step
and error control techniques to preserve numeri-
cal accuracy during the integration. The input pa-
rameters for a given calculation are the gas den-
sity (in g cm−3) and temperature (in Kelvin), the
factor G∗ by which the stellar UV radiation is enhanced above the interstellar radiation field G = 1, the
visual extinctions toward the central star and in vertical direction (in respect to the disc midplane), the
cosmic ray and X-ray ionisation rates, ζCR and ζX, and shielding factors for H2 and CO regarding the
stellar and interstellar UV radiation. The accuracy of calculated time-dependent abundances is con-
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trolled by two parameters, namely, absolute and relative errors, which are chosen as εabs = 2.2 10−16

and εrel = 10−8, respectively. I found that the relative error εrel >∼ 10−8–10−5 is enough to give reliable
estimations of the molecular abundances yet save computational time.

For numerical computations, I use the Pentium IV 2.4 GHz PC (1 Gb RAM) with Intel Fortran
8.0 compiler installed on SuSe Linux 9.2. The typical time necessary to run a model for 106 years of
evolution in a disc location is only a few minutes in the case of the gas-phase chemistry and can reach
half an hour if the gas-grain interactions and dust surface reactions are taken into account. Therefore,
a disc model with one hundred of grid points requires about one day of computational time.

It is interesting to investigate how this time depends on the number of species considered in a
chemical model. This effect is illustrated in Fig. 3.2. As can be clearly seen, this time grows ap-
proximately as the third power of the number of species. Thus, the disc chemical models with full
deuterium chemistry included become computationally prohibitive. In this case, special methods de-
signed to decrease amount of species and reactions in the chemical model without loosing accuracy
in the calculated time-dependent abundances of pre-selected molecules can help to make this task
manageable.

3.7 Summary
The basics of astrochemical modelling were overviewed using the UMIST 95 database as a guideline.
I discussed why the gas-phase reactions of radiative association and surface reactions lead to the
formation of new, more complex chemical species, which in turn can either be dissociated or ionised
by stellar and interstellar high-energy sources (UV radiation, X-rays, CRP) and then dissociatively
recombine with grains and electrons, or create new molecular ions via the ion-molecule chemistry.
The roles of the gas-grain interactions and deuterium fractionation in the cosmic chemistry were also
outlined. I briefly explained how the rate coefficients have been obtained for every particular class of
reactions and showed typical examples of such reactions, their rate values, and the total number in
the UMIST 95 database. Finally, the problem of initial conditions in the astrochemical modelling was
discussed in detail, and a numerical recipe to solve the system of differential equations of chemical
kinetics was given.



Chapter 4

Reduction of chemical networks
(Based on the papers by Wiebe, Semenov, & Henning 2003, A&A, 399, 197 and Semenov, Wiebe, &
Henning 2004, A&A, 417, 93)

4.1 Need for the reduction of chemical networks

As it has been demonstrated in the previous chapter, the modelling of the chemical evolution of pro-
toplanetary discs is still a challenging computational task despite the significant growth of computer
power over the last years. This is even more true if one aims at the simultaneous self-consistent
modelling of the dynamical and chemical evolution of these systems.

The mathematical formulation of the chemical processes is realised by differential equations of
chemical kinetics. They contain terms for chemical reactions expected to proceed efficiently under
cosmic conditions. Along with abundances of all involved species, these terms depend on the rate
coefficients that are summarised in special databases, typically containing hundreds of species and
thousands of reactions (e.g., Millar et al., 1997; Smith et al., 2004). Of course, one can only wonder
if these databases contain all the information about reactions needed to reproduce observed molecular
abundances that are determined with a limited accuracy. The opposite question to ask is if all this
information is always needed.

In many astronomically interesting cases, it is enough to follow the evolution of a limited number
of species only. Intuitively, it seems to be apparent that to predict an abundance of N2H+, for example,
one can afford computing C10 abundance with less accuracy or even ignore this molecule altogether.
Given the fact that the calculated abundances suffer from the intrinsic uncertainties in the reaction
rates (Vasyunin et al., 2004), the approach to save the computational time by using smaller sets of
species and reactions is viable.

In many cases, modelling of the chemical evolution of a parcel of gas in a limited pre-defined
range of physical conditions is not too time-consuming and thus one probably will not be eager to
sacrifice any accuracy even for the sake of several orders of magnitude gain in computational speed.
However, in the case of dynamical modelling with changing density, temperature, UV intensity etc.,
a reduced chemical network may help to distinguish between feasible and non-feasible problems.
One possible application for reduced chemical networks could be the modelling of the evolution of
weakly-magnetised accretion discs, when it is necessary to compute the fractional ionisation self-
consistently. In addition, reduced networks could be applied for analysing the chemical evolution
of selected molecules under specified conditions. The generally smaller, but still accurate networks
would also make computationally manageable the problem of self-consistent coupling between the
chemistry and mixing processes (turbulence, radial transport, convection, etc.) in the protoplanetary
discs.

Recently, Ruffle et al. (2002) and Rae et al. (2002) have made a first attempt to reduce astrochem-
ical networks by the so-called “objective reduction techniques” developed in combustion chemistry.

39
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Briefly, they have shown that it is possible to quantify the reduction task by introducing a certain
criterion that would allow in each particular case to indicate, abundances of which species must be
followed in order to have a reasonable estimate for an abundance of a molecule under investigation.
For static conditions typical of diffuse clouds, they have isolated the species set that contains tens in-
stead of hundreds species, which significantly decreases the computational time and introduces only
a factor of two uncertainty in the predicted CO abundance and fractional ionisation.

Complementary to their scheme, I developed a robust method to reduce simultaneously the number
of species and reactions in chemical networks. In collaboration with D. Wiebe, I applied this method
and the “objective reduction techniques” to perform a similar analysis of the UMIST 95 database
including surface reactions in order to find if it is possible to reduce the number of species and/or
reactions in this network in respect to ionisation degree and carbon monoxide under conditions typical
of diffuse and dense molecular clouds (Wiebe et al., 2003). It has been found that the abundances of
CO and fractional ionisation can be accurately computed with significantly reduced networks in the
case of pure gas-phase chemistry. For instance, to follow with < 15% uncertainty the evolution of
the CO abundance in a dense cloud, it is enough to take into account only 8 species involved in 9
reactions. In contrast, for gas-grain chemistry with surface reactions the reduction task is found to
be more difficult, though still possible, with typical acceleration factors being about a factor of 10. It
is proved that the “reaction-based” reduction method is more efficient and accurate compared to the
“objective techniques”, but more time-consuming as well.

The first aim of this chapter is to describe the reaction-based reduction technique in detail. Then,
this reduction method is utilised to investigate what processes govern the chemical evolution of the
ionisation degree in various parts of a protoplanetary disc, and at what times. Finally, the column
densities of the observed species are computed and compared with other studies and observational
data in order to verify the reliability of the adopted chemical model.

The organisation of this chapter is the following. The reaction-based reduction technique is pre-
sented in Section 4.2. The chemical processes responsible for the fractional ionisation in various parts
of the disc are outlined in Section 4.3, where I also present the disc model. In Section 4.4 column
densities of observed species are tabulated and compared with other studies and observational data.
Results of the analysis and their relevance to the MHD modelling are discussed in Section 4.5. A
summary and final conclusions follow.

4.2 Reduction method
To reduce a number of species and reactions in a chemical network, one has to provide a mathematical
method designed to estimate the significance of particular species or reactions to the evolution of the
species under consideration. One such method is outlined in this section.

The so-called “reaction-based” reduction allows to select simultaneously only those species and
reactions from the entire chemical network that are necessary to compute abundances of “important”
species with a specified accuracy. This approach is also useful if one aims at the search of essential de-
struction and formation pathways for selected species, where a smaller number of chemical reactions
makes the thorough analysis easier.

The basic idea of the reaction-based reduction is to search for the production and destruction
reactions, most important for the evolution of (an) important species, and determine their relative
significance. This is done via the analysis how sensitive the net formation and loss rate of a given
species is to the presence of particular reactions at certain time.

At the beginning, the chemical model is computed with the full network in order to obtain abun-
dances of all species during the entire evolutionary time span.



4.3. IONISATION STATE OF A PROTOPLANETARY DISC 41

Second, the important species are specified. Further, the algorithm estimates the weights of all
species ws and reactions wr in order to quantify their importance for the evolution of the species under
investigation by an iterative process.

At the first iteration, weights of important species are set to 1 and weights of all other species and
all reactions are set to 0. At the ith iteration all possible formation and destruction pathways of the
current species si are found and their significance values wi

r( j) ( j = 1 ÷ K) are specified as

wi
r( j) = max


wi−1

r ( j),
k jnr1( j)nr2( j)∑

l=1,Nr(i)

klnr1(l)nr2(l)
ws(i)


. (4.1)

Here k j is the rate of the jth reaction, nr1( j) and nr2( j) are the abundances of the first r1( j) and second
r2( j) reactants, Nr(i) is the number of those reactions, in which si is a reactant or a product, and ws(i)
is the weight of the species si.

Consequently, a new set of species, which are found at that iteration to be necessary for the
evolution of the important species and were not considered at previous iterations, is formed. Their
weights ws are estimated as the maximum possible values of the weights wr of the reactions they are
involved in. Then these species are added to the set of necessary species, and the last two steps of
weighting are repeated again. This process is performed for several stages during the computational
time.

The iterations are stopped after all species and all time steps are considered. Then one obtains a
reduced chemical network from the full network by choosing only those reactions that have weights
wr exceeding a pre-defined cut-off threshold ε: log wr ≥ ε.

The cut-off value must be chosen to satisfy the requested accuracy of the computed abundances
of the important species, which is usually set to >∼ 30–50% or even higher. Usually, it is hard to
guess immideately the largest ε value, so one has to deal with an iterative approach, starting from a
reasonably low value of ∼ 10−10. If such an intermediate smaller chemical network is found, then
the full procedure described above is repeated again for this set of reactions, now being the new
“full” network, but with a slightly higher value of the cut-off parameter. This iterative approach to
reduce the initial full network through subsequently smaller networks by steadily increasing the cut-
off allows to find the smallest possible reduced network. The iterations are finished when there is a
difference between the abundances of the important species computed with the initial (complete) and
last reduced network greater than the requested accuracy value for any particular time step. These
optimised reduced networks are especially useful for the analysis of the chemical evolution of the
species under investigation as they contain only their primal formation and destruction pathways, and
none of unimportant reactions.

4.3 Ionisation state of a protoplanetary disc

4.3.1 Importance of the ionisation fraction for disc evolution

In this section, I apply the reaction-based reduction method described above to study the chemistry
of the fractional ionisation in a protoplanetary disc. Why I focus on this particular quantity instead of
dealing with other interesting species?

Ionisation in protoplanetary discs is an important quantity which enables the angular momentum
transport to occur via magnetohydrodynamic (MHD) turbulence driven by the magnetorotational in-
stability (MRI; Balbus and Hawley, 1991). From this point of view, a disc is conventionally divided
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into the “active” layer, adjacent to the disc surface, and the “dead” zone, centred on the midplane.
The active part of the disc is irradiated by high energy stellar/interstellar photons and cosmic rays.
There, the fractional ionisation is so high that the magnetic field is well coupled to the gas. Due to
this coupling, the active layer is unstable to MRI, and the developing turbulence allows the accretion
to occur (e.g., Fleming and Stone, 2003; Gammie, 1996). In contrast, the shielded midplane region is
almost neutral, decoupled from the magnetic field, and thus quiescent.

The location of the boundary between these
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Figure 4.1. Three layers of a disc with distinctively
different sets of chemical processes responsible for
the value of the fractional ionisation xe. The thick
solid line is the upper boundary of the surface layer
where xe = 10−4, while dotted line depicts the disc
upper limits.

two regions may prove to be very sensitive to the
disc physical properties and chemical composi-
tion (e.g., Fromang et al., 2002). The non-ideal
MHD simulations require the self-consistent cal-
culation of the fractional ionisation together with
dynamical modelling, which is a demanding com-
putational task. This is why in the state-of-the-art
MHD modelling of protoplanetary discs an over-
simplified chemical scheme is usually assumed
with a few ions and a network that includes only
ionisation and recombination reactions, often ne-
glecting the presence of dust grains (Fleming and
Stone, 2003; Fromang et al., 2002; Sano et al.,
2000). The medium is believed to be in chemi-
cal equilibrium, so that the fractional ionisation
xe can be expressed as (e.g., Gammie, 1996)

xe(eq) =

√
ζ

βnH
, (4.2)

where ζ is the ionisation rate, β is a typical recombination coefficient, and nH is the hydrogen number
density. This approach may indeed be valid if only the cosmic ray ionisation is taken into account
and only gas-phase chemical processes are considered. However, dust plays an important role in the
evolution of the fractional ionisation, being an efficient electron donor for recombining ions and a
sink for neutrals in cold disc parts. Moreover, newly born stars possess a relatively high X-ray flux
with photon energies from about 1 to 5 keV (e.g., Igea and Glassgold, 1999) as well as a high UV flux
(e.g., Bergin et al., 2003). These factors give rise to a more complicated chemistry relevant for the
ionisation degree. In particular, different ions dominate the fractional ionisation at different times and
in different parts of the disc. Therefore, the straightforward application of Eq. (4.2) for evaluating the
ionisation degree can be fraught with errors in some disc locations.

In order to check the validity of Eq. (4.2), I analyse the detailed ionisation structure of a protoplan-
etary disc computed with the UMIST 95 database and surface chemistry included. I adopt a reference
disc model to serve as a guide to the range of possible physical conditions that may be encountered in
real protoplanetary discs. Within this model, I choose several representative disc locations and inves-
tigate in detail, which chemical processes control the time-dependent ionisation degree. My primal
intention is to show that the oversimplified treatment of the ionisation in a protoplanetary disc as an
equilibrated ionisation-recombination cycle can lead to the xe values that differ by more than an order
of magnitude from values computed with all the available information on the disc chemical evolution.

In each of the selected disc locations the chemical model described in Section 4.3.3 is followed
over 106 years. Resulting dominant ions in various disc layers are listed in Table 4.1. The reaction-
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Table 4.1. Dominant ions in the midplane, intermediate layer, and surface layer at t = 1 Myr

R, AU 1 3 10 30 100 300 373

Midplane Na+ HCNH+ HCO+ HCO+ N2H+ H+
3 H+

3

Intermediate Mg+ HCO+, HCO+ HCO+ HCO+ HCO+ HCO+

layer S+, H+
3 ,

NH+
4 , etc.

Surface C+ C+ C+ C+ C+ C+ C+

layer H+ H+

based reduction method is then used to find out those processes that determine the xe value. In
addition, I show some representative reduced networks for the midplane and surface layer.

4.3.2 Disc model

As a basis for calculations, I adopted the steady-
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Figure 4.2. Fractional ionisation as a function of
height above the disc plane. Lines are labelled with
the corresponding radii.

state disc model of D’Alessio et al. (2001). The
central star is assumed to be a classical T Tau star
with an effective temperature T∗ = 4 000 K, mass
M∗ = 0.5M�, and radius R∗ = 2R�. The disc
has a radius of 373 AU, an accretion rate Ṁ =

10−7 M� yr−1, and viscosity parameter α = 0.01.
It is illuminated by UV radiation from a central
star and by interstellar UV radiation. The inten-
sity of the stellar UV field is described with the
standard G factor, which is scaled in a way that
the unattenuated stellar UV field at R = 100 AU
is a factor of 104 stronger than the mean interstel-
lar radiation field (Draine, 1978). The intensity of
the stellar and interstellar UV radiation at a given
disc point is calculated as described in Section 3.1.2.1 (Eq. 3.2).

In addition to the UV field, three other ionisation sources are considered: cosmic ray ionisation
(ζCR), decay of radionuclides (ζR), and stellar X-ray ionisation (ζX). The region under investigation
spans a range of radii from 1 to 373 AU. I do not consider regions closer to the star to avoid the
necessity to account for dust destruction, collisional ionisation, and three-body interactions, etc. Even
when the close vicinity of the star is excluded, the disc is still characterised by a wide range of all
relevant physical parameters: gas temperatures T are 10 − 600 K, densities are 10−20 − 10−10 g cm−3,
G are 102 − 108, AV varies from 0 to more than 100 mag, and ionisation rates are 10−18 − 10−10 s−1.

To organise the study, I divide the entire disc into three regions, namely, the midplane, the inter-
mediate layer, and the surface layer. This division is similar to that outlined by Aikawa and Herbst
(1999b). The midplane is the part of the disc near the symmetry plane, which is opaque to both X-ray
and UV photons and is ionised primarily by cosmic ray particles and due to decay of short-living
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radionuclides. If one goes up from the midplane, the fractional ionisation first stays the same as in
the midplane, but then at some height it starts to grow in response to increasing X-ray intensity. I
take this turn-off height to be the lower boundary of the intermediate layer (and the upper boundary of
the midplane region). In the adopted model this height is approximately given by zL = 0.05 r1.42 AU.
With increasing height, the fractional ionisation grows first slowly, then much faster, in response to
a decreasing opacity of the medium to the UV radiation. The point, where transition between slow
and fast growth occurs, is assumed to be the upper boundary of the intermediate layer and the lower
boundary for the third, surface layer. This boundary is approximated by zU = 0.17 r1.27 AU. One also
has to keep in mind that the fractional ionisation is important in dynamical calculations, only if it
is small, as high ionisation means that the ideal MHD equations can be used. Thus, I set the upper
boundary of the surface layer to a position where the ionisation degree exceeds ∼ 10−4. It must be
noted that this simple picture may not be appropriate if diffusion processes of the disc matter are taken
into account (Ilgner et al., 2004).

The disc structure is depicted in Figure 4.1. The upper boundary of the surface layer is shown
schematically (thick solid line), as at R >∼ 100 AU it extends beyond the disc limits (dotted line)
for the adopted cut-off fractional ionisation of 10−4. In Figure 4.2 I show the dependence of the
fractional ionisation on the height above the disc plane computed with the chemical model for seven
representative radii R.

4.3.3 Chemical model

The adopted chemical model is already described in Chapter 3. Briefly, I utilise the UMIST 95 ratefile
(Millar et al., 1997) for the gas-phase chemistry and the surface reaction set compiled by Hasegawa
et al. (1992) and Hasegawa and Herbst (1993). As there are multiple ionisation sources in the proto-
planetary disc, the cosmic ray ionisation rate is replaced by the sum ζCR + ζX + ζR in expressions for
rates of chemical reactions with cosmic ray particles (CRP) and cosmic ray induced photoprocesses.
Given the high intensity of the impinging UV radiation, photodesorption of surface species is taken
into account along with thermal and CRP-induced desorption. I assume that gas-phase species stick
onto dust surfaces with the probability S = 0.3, apart from H2, He (S = 0), and H (S is calculated by
Eq. (3.7) in Hollenbach and McKee, 1979).

4.3.4 Results

4.3.4.1 Ionisation in the midplane

The midplane of the disc is characterised by high density, high optical depth, and a relatively low
ionisation rate. Neither the UV radiation from a central star, nor the interstellar UV radiation is able
to penetrate into this region. The ionisation rate is close to 10−17 s−1. At the point closest to the
star, ζ is dominated by X-ray ionisation, further away from the centre the attenuated cosmic rays and
radionuclides are the only ionising factor. The temperature drops from ∼ 600 K at R = 1 AU to about
8 K at the disc edge. In the same distance interval, the gas density goes down from 10−10 g cm−3 to
less than 10−14 g cm−3. Detailed physical conditions for the midplane are given in Table 4.2.

4.3.4.1.1 Dark, hot chemistry The chemistry of the point M1 is extremely simple. In essence,
it involves only five species, that are neutral and ionised magnesium, neutral and ionised NO, and
electrons.

The reduced network for this point is shown in Table 4.3. At the beginning of the computation
the electron abundance decreases from the initial value of ∼ 10−9 to the new equilibrium value of
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Table 4.2. Physical conditions in the midplane

Point R, AU ρ, g cm−3 T , K ζCR, s−1 ζX, s−1

M1 1 2.1(−10) 614. 8.8(−19) 7.5(−18)

M2 3 4.7(−11) 193. 2.3(−18) 4.0(−23)

M3 10 8.5(−12) 52. 5.0(−18) 1.2(−25)

M4 30 7.3(−13) 29. 9.4(−18) 5.4(−27)

M5 100 4.8(−14) 16. 1.2(−17) 3.8(−28)

M6 300 4.8(−15) 9. 1.3(−17) 4.0(−29)

M7 370 3.3(−15) 8. 1.3(−17) 2.6(−29)

about 10−11, determined by the electron exchange between Mg, Mg+, NO, and NO+, and then remains
nearly constant. With the full network, the dominant ion is Na+, but it serves mainly as a passive sink
for positive charges. This is why it is taken out of the reduced network. It suffices to include ionised
magnesium, which is one of the most abundant ions in the initial abundance set.

It is worth to mention here the apparent similarity of this net-
NO+ + Mg → Mg+ + NO

Mg+ + e− → Mg + hν

NO + hνCR → NO+ + e−

Table 4.3. Reduced network for
dark, hot chemistry in the disc

midplane

work to the one that determines xe in dense interstellar clouds
(Oppenheimer and Dalgarno, 1974) in the sense that it consists
of a representative metal, a representative molecular ion, and the
charge transfer reaction between them. The explanation is that at
such high temperature the chemistry mostly proceeds in the gas-
phase. Thus, the ionisation degree is determined by the gas-phase
reactions. However, due to much higher density these reactions
are different from those described in Oppenheimer and Dalgarno

(1974). The major difference is that the reaction of H2 ionisation by cosmic rays is not important in
the considered point. A modest electron supply is provided by NO ionisation by cosmic ray induced
photons. The importance of the NO+ ion is caused by its chemical inertness. Due to this inertness,
most of the time its abundance exceeds that of other ions, involved in charge transfer reactions with
magnesium, by more than an order of magnitude. With this 5 × 3 network, the error in the fractional
ionisation does not exceed 40% during the entire computation time of 1 Myr. By adding a few more
species to the reduced network, it is possible to decrease this uncertainty to 20%. These species
account for the rapid destruction of the two other initially abundant ions, HCO+ and H+

3 .
The chemistry of the point M2 is also simple, but in a totally different way. At this lower tem-

perature of ∼ 200 K, magnesium is irreversibly depleted onto dust grains. While at earliest times
(t < 3 years) the evolution of the electron abundance is governed by recombination of Mg+, later the
fractional ionisation is equilibrated and determined by a simple network involving H, H2, H+

2 , and
H+

3 . Included reactions are H2 ionisation by cosmic rays, H+
3 formation, H+

3 and Mg+ recombination,
accretion of Mg onto dust grains, and grain charging processes. The error in the fractional ionisation
does not exceed 10% during almost the entire computation time, reaching 40% only at the very be-
ginning of the computation due to neglected Na+ and Fe+ ions. Note that the equilibrated electron
concentration xe ∼ 10−13 at this point is several times lower than the abundance of charged grains.
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Table 4.4. Reduced network for dark, cold chemistry in the midplane

H2 + CRP → H+
2 + e− H+

2 + H2 → H+
3 + H

H+
3 + N2 → N2H+ + H2 H+

3 + e− → H2 + H

HCO+ + e− → CO + H N2H+ + e− → N2 + H

Fe+ + g− → Fe Mg+ + g− → Mg

H+
3 + g− → H2 + H HCO+ + g− → CO + H

N2H+ + g− → N2 + H

Thus the net charge density at these conditions is determined mainly by grain charging processes.
Dominant ions in a model of the disc interior, which is similar to the one used here, are determined

by Markwick et al. (2002). In the second part of their Table 1 they present ions that define the xe value
for various heights and at R ≤ 10 AU, when X-rays are taken into account. The difference with my
results is obvious. In the present model dominant ions in the inner part of the midplane are Na+,
HCNH+, and HCO+, while in the model by Markwick et al. (2002) everywhere in the midplane the
fractional ionisation is determined by the complex CH3CO+ ion. I attribute this discrepancy to the
different treatment of the surface dissociative recombination of ions as well as to different treatment
of grain charges. In the Markwick et al. model all grains are assumed to participate in recombination
reactions, with products of recombination sticking to grain surfaces, while in my model these products
are returned to the gas immediately (see, e.g., discussion in Tielens, A. G. G. M., 1993, Section 6.5.2
therein). Thus, in their model metals recombine with dust grains, stick to them, and are not easily
returned to the gas-phase. In my model, in the point closest to the star, all dust grains are positively
charged, so they do not contribute to the recombination rate at all. Also, when a metal ion happens
to encounter a rare negative or neutral grain, it looses the charge but remains in the gas-phase (e.g.,
Watson and Salpeter, 1972). Higher above the midplane and further from the star, where details of
the gas-grain interaction are less important, dominant ions in both models are almost the same, i.e.,
HCNH+ and HCO+.

4.3.4.1.2 Dark, cold chemistry The ionisation at the points M3 and M4 displays a similar be-
haviour. In a cold and dense environment metals are depleted onto dust grains almost immediately,
and the gas-phase fractional ionisation drops to a very low equilibrium value – about 3 · 10−15 in M3
and about 8 · 10−14 in M4. These values are determined by three almost equally important cycles, that
are ionisation and recombination of helium, formation and destruction of HCO+, and formation and
destruction of H+

3 . The reduced network, consisting of these species and processes, reproduces the
fractional ionisation with a few per cent accuracy in all but earliest times. The electron abundance
at t < 0.1 yrs in the absence of metals is determined by a more complicated set of processes, with
the fractional ionisation being reproduced within 50% uncertainty by a network of about 40 species.
Again, charged grains determine the total charge density at these points.

The dominant ions at points M5, M6, and M7 are N2H+, HCO+, and H+
3 . The reduced network

for the entire outer part of the disc consists of about 25 species and of a comparable number of reac-
tions, which govern abundances of these ions. At earlier times Mg+ and Fe+ are important as electron
suppliers, so in addition to N2H+ and HCO+ chemistry, the reduced network includes also neutral and
ionised metals. Among the included reactions are metal sticking to grains, cosmic ray ionisation of
molecular hydrogen, H+

3 formation, charge transfer between metals and H+
3 , and dissociative recom-
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Table 4.5. Physical conditions in the intermediate layer

R, AU ρ, g cm−3 T , K ζ, s−1

1 4(−12)–2(−10) 140–520 3(−13)–4(−10)

3 4(−15)–6(−12) 80–120 2(−15)–2(−12)

10 1(−15)–4(−14) 50–90 8(−16)–2(−13)

30 6(−17)–1(−14) 30–80 4(−17)–6(−15)

100 4(−18)–1(−16) 30–60 7(−17)–1(−15)

300 2(−18)–2(−17) 20–40 1(−17)–7(−17)

370 1(−18)–1(−17) 20–40 1(−17)–4(−17)

bination of ions with grains and electrons. The network responsible for xe at the outer disc edge is
presented in Table 4.4. It also includes reactions of adsorption and desorption of neutral components
that are not shown for brevity.

4.3.4.2 Ionisation in the intermediate layer

The intermediate layer differs from the midplane by a much higher X-ray ionisation rate. Ranges of
physical conditions for the intermediate layer are summarised in Table 4.5. They imply that many
molecules are abundant in the gas phase in this disc domain due to shielding of the UV radiation
and effective desorption by X-rays. From the chemical point of view, the characteristic feature of the
intermediate layer is that a chemo-ionisation equilibrium is sometimes not reached during the entire
considered 1 Myr time span.

4.3.4.2.1 Warm, X-ray driven chemistry Similar to the midplane, the part of the intermediate layer
closest to the star (R < 3 AU) is characterised by temperatures of a few hundred K. As the grain icy
mantles are absent, the chemistry in this region is driven by the gas-phase reactions. Dominant ions
are metals, HCO+, and HCNH+. Apart from these components, the reduced network contains CO and
neutral metals as well as neutral and ionised N and neutral O along with their hydrides [N,O]Hn and
[N,O]H+

n , involved in synthesis and destruction of the hydrogen saturated molecules NH3 and H2O.
Also included are N2, He, He+, which are needed closer to the bottom of the layer (where T is high
and ζ is relatively low), and HCN, HNC, HCN+, O2, and O+

2 which are important further away from
the midplane (where T is low and ζ is high). The fractional ionisation computed with this reduced
network differs from the one computed with the full network by less than 40% during the entire time
span.

Again comparing my data for the intermediate layer to those by Markwick et al. (2002) I find
that at 3 < R < 10 AU the results generally agree with each other, especially given the fact that the
sampling of the inner part of the disc is much more detailed in the Markwick et al. model. Again, in
the innermost point I find a dominant metal ion in the model compared to molecular ions HCNH+ and
H4C2N+ in their model. I believe that the origin of this difference is the same as described above.
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The ionisation degree further out from the star (at R > 30 AU) is established by the evolutionary
sequence which consists of the following stages. Initially, the more abundant HCO+ and H+

3 species
are destroyed almost immediately and attain abundances of the order of 10−11 at t ∼ 10−3 years. Metal
ions are neutralised slower through recombination with negatively charged grains and electrons and
stick to dust surfaces. The overall electron concentration xe decreases from ∼ 3 · 10−9 cm−3 at t = 0
to 10−9 cm−3 at t ∼ 0.3 yrs. Then, few equilibrium states are reached with a sequence of molecular
ions, mainly, NH+

4 , H3CO+, and HCO+. Equilibrium abundance of the respective next ion in this
sequence is higher and is reached later, thus the time dependence of the fractional ionisation has a
step-like appearance. The “second birth” of HCO+ is caused by H2CO coming from icy mantles.
Formaldehyde reacts with H+

3 to form H3CO+, which is the dominant ion at 0.1 < t < 30 yrs. One
of the recombination channels for H3CO+ maintains its equilibrium, restoring H2CO. The other two
channels lead directly and indirectly to CO production and eventually increase the abundance of this
molecule up to the point where a new equilibrium state is reached for HCO+. This ion eventually
dominates the fractional ionisation in the outer part of the intermediate layer. Direct formation of
HCO+ in the reaction of H+

3 with CO is damped initially in favour of H+
3 reaction with H2CO both

because of the lower initial CO abundance and because the latter reaction has a higher rate coefficient
α = 6.3 · 10−9 cm3 s−1 compared with α = 1.7 · 10−9 cm3 s−1 for H+

3 + CO reaction.

To reproduce the step-like xe behaviour, one
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Figure 4.3. Evolution of the fractional ionisation
in the intermediate layer at R = 3 AU. The solid
line shows the exact solution. The dashed line cor-
responds to the reduced network consisting of 112
species and 195 reactions. The dotted line (right Y-
axis) shows the relative uncertainty in the fractional
ionisation computed with the reduced network.

needs a reduced network that includes a few tens
of species involved in cycles of synthesis and de-
struction of the above ions. This network repro-
duces the nature of the equilibrium stages and
their length with an uncertainty that does not ex-
ceed 20%. This simple picture is not appropri-
ate closer to the star (3 < R < 30 AU), where
the density is high enough and the temperature
is low enough to allow effective gas-dust interac-
tion. At the same time, a high ionisation rate leads
to an increased abundance of helium ions, which
significantly alters the late-time evolution of the
fractional ionisation. An example of this evolu-
tion is shown in Figure 4.3. It corresponds to the
case with nH = 8.4 · 1010 cm−3, T = 74 K, and
ζ = 2 · 10−13. The “exact” solution is shown with
the solid line. The initial decrease of the electron
abundance is followed by a few steps corresponding to different equilibrium states. The last one, that
of HCO+, is reached after approximately 300 yrs of evolution. If there were no relatively abundant
ionised helium, the fractional ionisation would stay constant from that moment. It is this ion, coupled
to high density and low temperature, which causes a new development. At t ∼ 3 ·104 yrs the ionisation
degree increases by about an order of magnitude up to ∼ 10−8 cm−3, and another equilibrium state is
reached, with S+ being a dominant ion and a dominant sulphur-bearing species.

In the initial abundance set sulphur is mostly bound in the CS and H2S molecules that are destroyed
by He+, producing either S+ or S (as well as C, C+, and H2). Passing through a few reactions, the
most important of which is the reaction with CH4, sulphur is reunited with carbon in a CS molecule.
This process is well equilibrated, when the abundance of methane is high, and leads to a negligible
S+ abundance at t < 104 yrs. However, as the time goes by, some carbon atoms (both free and
incorporated into CH4) are taken out of this cycle due to formation of long carbon chains in reactions
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of C+ with methane and other hydrocarbons. After 3000 yrs the cycle is broken entirely. As the
abundance of methane and other light carbon-bearing species goes down, that of ionised sulphur
grows, causing almost an order of magnitude increase in the fractional ionisation.

Further evolution of xe is implicitly controlled

Figure 4.4. Main routes governing synthesis and
destruction of long carbon chains. Surface reactions
are indicated by dashed lines.

by gas-phase and surface reactions involving car-
bon chains. The reduction method allows to find
which of them are most important, as shown in
Figure 4.4. The main route for synthesis and de-
struction of long carbon chains in the depicted
scheme starts with an acetylene molecule con-
taining only two carbon atoms, which is rapidly
converted to C5H2 molecules. This molecule then
either transforms to even longer chains, or pro-
ceeds further down the cycle to C5H+ that recom-
bines to C4H. This species starts a chain of slow
reactions with atomic oxygen that degrade it to
C3H, C2H, and CH. Eventually, destruction of car-
bon chains leads to the new growth of methane
abundance and to the slow decrease of the frac-
tional ionisation. Ionised sulphur is consumed in
the reaction with CH4 and eventually is converted
back to CS. The abundance of H+

3 determines the ionisation degree at the end of the computation. Con-
version of C5H2 molecules into longer chains (the lower part of Figure 4.4) slows down the methane
abundance restoration. The reduced network must include almost all species with six carbon atoms to
reproduce properly the time scale of this process. It must be noted that three key reactions of this car-
bon chain cycle proceed on dust grain surfaces. These are reactions of hydrogen addition to C5H, C6,
and C6H (shown with dashed lines). Without these reactions the sequence of carbon chain synthesis
would be terminated by the C5N molecule that lacks effective destruction pathways at given condi-
tions. Exhaustion of atomic and ionised carbon would keep the ionised sulphur at high level, reached
at t ∼ 3000 years. Thus, I must conclude that at least within the limits of the adopted chemical model
some surface reactions are of crucial significance. As far as I know, this is the first indication that
the surface chemistry may have an “order-of-magnitude” importance for the evolution of fractional
ionisation in the protoplanetary discs.

4.3.4.3 Ionisation in the surface layer

The surface layer encompasses those disc regions where the degree of ionisation reaches a value of
<∼ 10−4 at the end of the evolutionary time. The corresponding physical conditions imply low densities
(ρ ∼ 10−19 − 10−13 g cm−3), moderate temperatures (T < 250 K), a high X-ray ionisation rate and low
obscuration of the UV radiation. Conditions in the surface layer are given in Table 4.6. Note that the
temperature of the disc atmosphere is nearly constant in the vertical direction at any distance from the
star. This extreme environment presumes a chemical evolution typical of photon-dominated regions
(PDR). The chemistry is dominated by gas-phase processes, while the role of gas-grain interactions
is negligible, apart from the desorption of initially abundant surface species. As my definition of
the surface layer is based on the fractional ionisation value, it turns out that the layer can be further
divided into two chemically distinct zones. Closer to the star (r <∼ 10 AU) xe is controlled by the X-ray
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Table 4.6. Physical conditions in the surface layer

R, AU ρ, g cm−3 T , K G0 AS
V, mag AIS

V , mag ζ, s−1

1 2(−14)–1(−13) ∼ 180 1(8) > 10 ∼ 1 2(−9)

3 2(−16)–1(−15) ∼ 230 7(7) ∼ 1.0 < 0.5 8(−12)

10 1(−17)–8(−17) 140–160 9(5) < 1 < 0.5 6(−13)

30 3(−18)–1(−17) 80–100 9(4)–1(3) < 1 < 0.5 5(−14)

100 4(−19)–4(−18) 60–70 5(3)–7(3) < 1 < 0.5 1(−15)–4(−15)

300 3(−19)–2(−18) 35–40 5(2)–7(2) < 1 < 0.5 7(−17)–2(−16)

370 1(−19)–1(−18) 30–40 2(2)–4(2) < 1 < 0.5 5(−17)–1(−16)

ionisation, while in the outer regions (r >∼ 10 AU) ionisation is mainly provided by the UV photons.
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Figure 4.5. Evolution of the fractional ionisation in
the surface layer at R = 1 AU. The exact solution is
shown with solid line. Dashed line corresponds to
the reduced network consisting of 21 species and 27
reactions. The dotted line (Y-axis) shows the rela-
tive uncertainty in the fractional ionisation computed
with the reduced network.

4.3.4.3.1 X-ray dominated chemistry The evo-
lution of the ionisation degree in the hot (T ∼
200 K) part of the surface layer closer to the star
is determined by X-ray ionisation of atomic hy-
drogen. The final equilibrium ionisation degree
is well reproduced by the network, consisting of
hydrogen-bearing species (H, H+, H+

2 , H+
3 ) only.

This equilibrium value is reached after 100 years
of evolution. Up to this time xe is determined
by a more complicated set of chemical processes,
which includes H+

3 formation, an H3O+ formation
and destruction cycle as well as reactions involv-
ing CO and HCO+. The primary carbon and oxy-
gen carrier, formaldehyde, adds to this complex-
ity by being desorbed from grain surfaces and de-
stroyed by cosmic ray and X-ray induced pho-
tons. The cycles that involve these molecules are
not equilibrated. Most reactions with polyatomic
species tend to produce atomic hydrogen, which
is gradually ionised by intense X-ray radiation.

Eventually, all complex molecules are destroyed, and at the end of the computation gas mostly con-
sists of atoms and atomic ions. The entire reduced network comprises 21 species and 27 reactions and
is presented in Table 4.7.

The uncertainty does not exceed 60% during the entire computational time (Fig. 4.5). It must be
noted that without this simple, but important ion-molecule chemistry the uncertainty at earlier times
would exceed an order of magnitude.
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Table 4.7. Reduced network for X-ray dominated chemistry in the surface layer

H2COd → H2CO H2Od → H2O

C + hνCR → C+ + e− OH + hνCR → O + H

CO + hνCR → C + O H2CO + hνCR → CO + H2

H+ CRP,X-ray → H+ + e− H2+ CRP,X-ray → H+
2 + e−

H+
2 + H2 → H+

3 + H H+ + O → O+ + H

H+ + OH → OH+ + H H+
3 + O → OH+ + H2

H+
3 + H2O → H3O+ + H2 H+

3 + CO → HCO+ + H2

O+ + H → H+ + O O+ + H2 → OH+ + H

OH+ + H2 → H2O+ + H H2O+ + H2 → H3O+ + H

C+ + H2O → HCO+ + H C+ + O2 → O+ + CO

O + OH → O2 + H H+ + e− → H + hν

H+
3 + e− → H2 + H C+ + e− → C + hν

H2O+ + e− → O + H2 H3O+ + e− → OH + H + H

HCO+ + e− → CO + H

Superscript “d” is used to denote surface species

4.3.4.3.2 UV-dominated chemistry The evolution of the ionisation fraction in the distant regions of
the surface layer (r >∼ 10 AU) is similar, but more complicated from the chemical point of view than
in the case of the X-ray dominated chemistry. As the intensity of stellar X-rays goes down to lower
values, UV photons become the main ionising source (see Table 4.6). The typical gas temperature in
this part of the disc decreases below 100 K. The entire ionisation process of the region is determined
by formaldehyde desorption and destruction. Icy mantles illuminated by UV radiation evaporate, thus
delivering H2CO into the gas phase. This molecule is either destroyed directly by photons (H2CO →
CO,HCO+) or ionised and dissociated (H2CO → H2CO+ → CO). HCO+ dissociatively recombines
to CO as well, and this molecule is dissociated by photons producing C and O. The destruction

Table 4.8. Reduced network for UV-dominated chemistry in the surface layer

H2COd → H2CO C+ + H2CO → H2CO+ + C

C+ + e− → C + hν HCO+ + e− → CO + H

H2CO+ + e− → CO + H + H H2CO+ + e− → H2CO + hν

C + hν → C+ + e− CO + hν → C + O

H2CO + hν → CO + H2 H2CO + hν → CO + H + H

H2CO + hν → H2CO+ + e− H2CO + hν → HCO+ + e− + H
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Table 4.9. The SIREN chemical network

Gas-phase species:

H, H2, H+
x (x = 1 ÷ 3), He, He+, CHx (x = 0 ÷ 4), CH+

x (x = 0 ÷ 5),

HxCO (x = 0 ÷ 2), HxCO+ (x = 0 ÷ 3), HOC+, NHx (x = 0 ÷ 3),

NH+
x (x = 0 ÷ 4), CN, CN+, HCN, HNC, HCN+, HCNH+, CH2CN+,

NO, NO+, N2, N+
2 , N2H+, HxO (x = 0 ÷ 2), HxO+ (x = 0 ÷ 3),

Na, Mg, Fe, Na+, Mg+, Fe+

Surface species:

H, CHx (x = 0 ÷ 4), HxCO (x = 0 ÷ 2), NHx (x = 0 ÷ 3), HxO (x = 0 ÷ 2),

O2, CN, HCN, HNC, N2, Na, Mg, Fe

processes proceed so fast that after only a fraction of a year the gas composition is mostly atomic,
with C+ being the dominant ion. When all polyatomic species are destroyed, the fractional ionisation
is regulated by an equilibrium ionisation-recombination cycle of atomic carbon. The reduced network
consisting of less than 15 species and about 20 reactions leads to less than 20% uncertainty during the
entire computational time. An example of such a network for R = 100 AU is given in Table 4.8.

4.3.4.4 SIREN chemical network

In each particular region of the disc, the number of species and reactions in reduced networks is
limited. However, as it has shown above, these species and reactions are different in various disc
locations. Thus, it is natural to try to isolate a universal chemical network which is able to predict the
ionisation degree over the entire disc. Such a network would be far from the optimal one, but still more
convenient from the computational point of view as it would preclude switching from one network
to another in various disc domains, thereby saving significant amount of CPU time. To demonstrate
the possibility of a unified approach to chemo-ionisation in a protoplanetary disc, I combine such a
generalised network, which I named “SIREN” (SIngle REduced Network). Basically, this network
consists of ions that dominate the fractional ionisation at various times and in various disc regions, and
molecules which are directly related to these dominant ions. All the selected species are combined to
a closed set of 60 gas-phase and 28 surface components, so that in total the SIREN network consists
of 88 species involved in 966 reactions (Table 4.9).

The overall accuracy of the SIREN network at t = 106 years is about 10–100% almost in the
entire disc except for the inner part of the intermediate layer, R < 10 AU. The neglect of the sulphur
chemistry in the SIREN network causes an order of magnitude error in the intermediate layer at
104 < t < 106 years, when this chemistry is important as described in Section 4.3.4.2.2. This reduced
network provides a total computational time speed gain of about a factor of 50.

4.4 Column densities
A useful product of this study is the complete chemical structure of the disc. Therefore, it would
be instructive to compare the study with results of similar investigations. I present the calculated
column densities of some species along with observed values and column densities obtained by other
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Table 4.10. Chemical models of protoplanetary discs

Study Disc Gas-phase Gas-grain Surface Cosmic UV X-rays S

model reactions reactions reactions rays radiation

WL00 CG97 UMIST 95 Yes Yes Yes Yes No 1

AH99,01 MMSN NSM Yes No Yes Yes Yes 0.03

Aea02, DAea01 NSM Yes No Yes Yes No 1

vZea03

References.— (WL00) Willacy & Langer 2000; (CG97) Chiang & Goldreich 1997; (AH99,01)
Aikawa & Herbst 1999,2001; (Aea02) Aikawa et al. 2002; (DAea01) D’Alessio et al. 2001;
(vZea03) van Zadelhoff et al. 2003

groups (Table 4.10) in Table 4.11. The observed values are taken from Aikawa et al. (2002, Table 1).
Five theoretical models of the chemical evolution of a protoplanetary disc are considered. The main
differences between them are listed in Table 4.10 and discussed below.

Willacy and Langer (2000) used the gas-phase UMIST 95 database, supplied with an additional set
of gas-grain processes and surface reactions. They adopted an extrapolated flared T Tau disc model of
Chiang and Goldreich (1997), taking into account cosmic rays and stellar UV radiation and assuming
a sticking probability S = 1. In all the other models, namely, in Aikawa and Herbst (1999b, 2001),
Aikawa et al. (2002), and van Zadelhoff et al. (2003), the New Standard Model (NSM) with a set of
gas-grain interaction processes is used as the chemical network.

Aikawa and Herbst (1999b, 2001) considered an extrapolated minimum-mass solar nebula model
of Hayashi (1981), taking into account stellar X-ray radiation in addition to the UV radiation and
cosmic rays and assuming an artificially low sticking probability S = 0.03 that compensates for the
absence of non-thermal desorption mechanisms. The flared T Tau disc model of D’Alessio et al.
(2001) for various accretion rates is used with a sticking probability S = 1.0 in Aikawa et al. (2002)
and van Zadelhoff et al. (2003). Stellar X-rays are not included in the latter two models.

Column densities of selected species presented in these papers are compared to those computed in
this work in Table 4.11. Whenever possible, I took values from tables, otherwise figures were used. In
this paper, a disc model with an accretion rate of 10−7 M� yr−1 is used, but in Table 4.11 I also present
results of time-dependent chemical models for a lower accretion rate, Ṁ = 10−9 M� yr−1.

To characterise differences between model predictions, I divide all species in three groups by
the maximum ratio of their theoretical predicted column densities among the different model (less
than 20, less than 200, and the rest). Given the wide variety of conditions and assumptions made
in the various models, it is natural to expect that differences in calculated column densities should
be significant. However, column densities for many species are close to each other in the different
studies. For example, the scatter in HCN column densities does not exceed an order of magnitude.
Similarly, ammonia densities in all but one case are a few times 1013 cm−2. Note that I omitted the
anomalously high NH3 column density computed by Aikawa and Herbst (1999b) as this was based
on an unrealistic rate for the H+

3 + N reaction (Aikawa and Herbst, 2001).
Somewhat higher maximum-to-minimum ratios for species in the second group are mainly caused

by their low abundances in the Willacy and Langer (2000) model. In the last column of Table 4.11
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I give relative variations of their column densities both with and without (in parentheses) Willacy
and Langer (2000) data. If the latter are not taken into account, the ratio of maximum to minimum
column density does not exceed 50 for all these molecules. This similarity of column densities and
a lack of correlation between them and the column density of molecular hydrogen can be understood
as a further manifestation of the “warm molecular layer” (Aikawa et al., 2002) where nearly all gas-
phase molecules are concentrated due to a “rich” chemistry. On the other hand, molecular hydrogen
is concentrated in the midplane, where all other molecules are frozen out and thus do not contribute
to column densities.

The reason why column densities in the calculations of Willacy & Langer are lower in comparison
with other studies is probably related to the disc model they adopted. In the model of Chiang and
Goldreich (1997) the disc is assumed to consist of only two layers, namely, the dark dense midplane
and the less dense surface layer subject to harsh UV radiation. In the cold midplane molecules are
mainly locked in icy mantles while in the surface layer they are easily dissociated or ionised by UV
photons. In contrast to the disc model of D’Alessio et al. (2001), there is no region similar to the
shielded intermediate (“warm molecular”) layer, which is the most favourable disc domain for many
molecules to have their maximum gas-phase concentrations.

The most striking fact are variations in theoretical CO column densities. As carbon monoxide has
its highest abundance in the intermediate layer, one might expect that its abundance is relatively inde-
pendent of the total gas column density. Thus, the origin of the large discrepancies in CO abundances
should lie in physical differences between various models. Looking at Table 4.11, one is tempted to
assume that the CO abundance is low in models with surface chemistry (this paper and Willacy and
Langer, 2000) or in models with X-ray induced chemistry (this paper and Aikawa and Herbst, 1999b,
2001; van Zadelhoff et al., 2003). In the former case the CO molecule might be transformed to CO2

and H2CO, in the latter case it might be destroyed by abundant He+.
To check, if this is the case, I computed the vertical distribution of CO for R = 370 AU without

surface reactions and with ζX=0. In both cases, I failed to reproduce the high CO column densities
obtained by Aikawa et al. (2002) and van Zadelhoff et al. (2003). As I noted above, the low CO
column density in the Willacy & Langer model can partly be caused by the disc model they adopted.
A possible explanation for the low CO abundance in my model is the fact that I do not take into
account self- and mutual-shielding of molecular hydrogen and carbon monoxide, contrary to Aikawa
et al. (2002) and van Zadelhoff et al. (2003). Thus, the discrepancy in the computed CO abundance
among all considered chemical disc models may be caused by the neglect of the CO shielding in some
of these models.

In addition, I include in Table 4.11 observationally inferred column densities for DM Tau (single-
dish measurements of Dutrey et al., 1997) and LkCa15 (interferometric data of Qi, C. 2000 and Thi
et al. 2001). Note that DM Tau values correspond to column densities averaged over the entire disc
(∼ 800 AU), while values estimated from the LkCa15 single-dish observations are column densities
averaged over a ∼ 100 AU disc. For species in the first and second groups, there is a reasonable
agreement between my predictions and observational data.

4.5 Discussion
Recent theoretical studies (e.g., Aikawa and Herbst, 1999b, 2001; Aikawa et al., 2002; van Zadelhoff

et al., 2003) revealed that the distribution of gas-phase molecular abundances within a steady-state
accretion disc in the absence of mixing processes has a three-layer vertical structure. In the dense and
cold midplane all species, except the most volatile ones, are frozen out on grain surfaces while in the
disc atmosphere (surface layer) they are easily destroyed by high-energy stellar radiation. Therefore,
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in these disc domains gas-phase abundances of polyatomic species are low. On the contrary, in the
intermediate layer, which is shielded from UV photons but not X-rays and thus still warm enough to
allow effective desorption, most molecules remain in the gas phase and drive a complex chemistry
resulting in a rich molecular composition. My study confirms such a chemical disc structure. It is a
disc domain where most of (sub-) millimetre line emission comes from. As I noted above, this simple
picture may not be appropriate when diffusion processes are taken into account (Ilgner et al., 2004).

In the present study I focused on the analy-

Figure 4.6. The distribution of the number of species
in the reduced networks governing fractional ionisa-
tion over the disc. The highest and smallest number
of species is 115 and 5, respectively.

sis of chemical processes relevant to the evolu-
tion of disc fractional ionisation based on the re-
duction approach. The size of a reduced chemical
network, accurately reproducing electron concen-
tration in a given disc region, can be understood
as a quantitative criterion for the complexity of
ionisation chemistry. In Figure 4.6 I show the
distribution of the number of species in the re-
duced networks over the disc. This distribution
follows a layered structure. In most parts of the
disc the chemistry of ionisation is simple either
due to the lack of ionising factors, low temper-
ature, and high density (midplane) or due to the
presence of ionising radiation (surface layer). In
these regions, it is sufficient to keep about 10–30 species and few tens of reactions in reduced net-
works. Between the midplane and the surface layer the intermediate layer is located, where the evo-
lution of ionisation degree is more complicated from the chemical point of view (especially at early
times). Here, one has to retain more than fifty species and a comparable number of reactions in the
reduced networks.

This layered structure is directly related to the size and location of the so-called “dead zone” within
a protoplanetary disc, which is the region where the ionisation degree is so low that the magnetic field
is not coupled to the gas. The MHD turbulence cannot develop in this region. Thus, the MRI is not
operative, which means the lack of an effective angular momentum transport if no other transport
mechanism can be identified. The “dead zone” in accretion discs has been widely investigated (e.g.,
Fromang et al., 2002; Igea and Glassgold, 1999; Sano et al., 2000).

An important quantity that characterises the coupling between the matter and magnetic field is the
magnetic Reynolds number, which can be defined as (Fromang et al., 2002)

ReM =
csH
η
, (4.3)

where η is the Ohmic resistivity (Blaes and Balbus, 1994)

η =
234 · T 0.5

xe
. (4.4)

The other quantities are the sound speed cs, and the thickness of the disc H. The MHD turbulence can
be maintained only if this quantity exceeds a certain critical value that depends on the field geometry
and other factors. Following Fromang et al., I consider two cases of this limiting value, namely,
Recrit

M = 100 and Recrit
M = 1 and define the “dead zone” as a disc domain where ReM < Recrit

M .
The calculated magnetic Reynolds numbers for the adopted model are shown in Fig. 4.7. The

lowest magnetic Reynolds number is ReM ∼ 10, which implies that under certain circumstances
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within the framework of my model the “dead zone” is entirely absent. With another critical value,
Recrit

M = 100, the “dead zone” occupies the following disc region: 2 AU < r < 20 AU, z ∼ 0.06 · r1.27

(solid line). This result is roughly consistent with other recent studies. For example, Fromang et al.
found that the “dead zone” can extend over 0.7 AU < r < 100 AU, if the viscosity parameter is equal
to 10−2 and the accretion rate is 10−7 M� yr−1, whereas Igea and Glassgold (1999) obtained a “dead
zone” of somewhat smaller size, r < 5 AU.

Apart from defining the location of the “dead

Figure 4.7. The magnetic Reynolds numbers com-
puted for the adopted disc model and an evolutionary
time of 1 Myr. The solid line designates Recrit

M = 100.
The highest and lowest values are equal to about 1013

and 10, respectively.

zone” in accretion discs, the fractional ionisation
determines whether non-ideal MHD equations have
to be used to describe the evolution of protoplane-
tary discs. When the electron abundance is com-
puted for the solution of non-ideal MHD equa-
tions, an ionisation equilibrium is often assumed.
An expression similar to Eq. (4.2) is then used
to calculate the equilibrium fractional ionisation,
with different estimates for the gas-phase recom-
bination coefficient β (e.g., Blaes and Balbus, 1994;
Fleming and Stone, 2003; Fromang et al., 2002;
Gammie, 1996; Regos, 1997; Reyes-Ruiz, 2001).

In Fig. 4.8 I compare the fractional ionisation
xe(eq), computed from Eq. (4.2) with the often
used expression for the recombination coefficient β = 8.7 · 10−6T−1/2 (Glassgold et al., 1986), to the
fractional ionisation computed with the full chemical network xe(full), for some representative points
in the midplane and in the intermediate layer. It is not surprising that the ratio of these two quantities
exceeds 10 at low ionisation degrees. Here the electron density is small and ion-grain interactions
should be taken into account. At moderate ionisation degrees (10−10 − 10−8), the equilibrium value
may differ from the “exact” value by a factor of a few at the end of the computation. At earlier times,
the discrepancy is higher.

However, in the midplane the equilibrium state is reached rapidly, with no appreciable changes in
xe after ∼ 1000 years of evolution. If one is not interested in time scales less than 1000 years and can
afford a factor of a few uncertainty in the fractional ionisation, deep in the disc interior the equilibrium
xe is sufficient, provided grain charging processes are taken into account.

The intermediate layer shows a different behaviour. As I mentioned previously, the equilibrium
state is not reached there or is reached very lately. The initial decrease of xe, caused by HCO+,
H+

3 , and metal ion recombination, is followed by a step-like increase. Duration of each phase and
overall evolution of xe (see, e.g., Figure 4.3) vary significantly in different parts of the intermediate
layer. Surprisingly, the equilibrium xe from Eq. (4.2) is close to the computed fractional ionisation at
t = 1 Myr in this point (1.5 · 10−9 and 2 · 10−9, respectively). This is, of course, a mere coincidence,
as the equilibrium is not reached there. I emphasise that even if xe(full) is equilibrated eventually in
the intermediate layer and is close to xe(eq), the latter value does not reflect the ionisation state of the
medium for most of the computational time.

In the surface layer not only X-rays control the fractional ionisation, but also UV-radiation. The
equation (4.2) is still applicable here but with an important change. In the surface layer xe is deter-
mined mostly by ionised carbon (Table 4.1). Its recombination coefficient is much lower than the
value quoted above, thus, β = 8.7 · 10−6T−1/2 should not be used in this case. If one substitutes in
Eq. (4.2) the correct β for C+ (1.4 · 10−13T−0.61), the resultant equilibrium xe is a few times smaller
than the “exact” value, mainly because photoionisation is not taken into account. Time, needed to
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reach the equilibrium xe in the surface layer does not exceed 100 years.
Overall, I conclude that the equilibrium approach is appropriate most of the time and in most parts

of the studied disc, but it should be applied with care. This is especially important in less dense discs
which are more transparent to X-rays and UV radiation (e.g., debris-discs). In this paper, I used a
relatively massive disc model with a narrow intermediate layer. In models with lower accretion rates,
the intermediate layer would occupy a greater volume of the disc.

Although the reduced networks presented in this paper provide much better accuracy than the
equilibrium approach, while having modest sizes, their usefulness in this respect is limited by the fact
that they are computed in the steady-state disc. To make the reduction the real value one needs to
consider it in a dynamically evolving medium.

4.6 Summary and conclusions
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log xe(full)
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Figure 4.8. Comparison of the equilibrium and time-
dependent fractional ionisations at t = 1 Myr in the
midplane and in the intermediate layer. Symbols cor-
respond to different radii.

In this chapter chemical processes, responsible for
the ionisation structure of a protoplanetary disc
with a central star, are analysed by means of re-
duced networks that reproduce the ionisation frac-
tion within a factor of 2 during 106 years of evolu-
tion. Because of the wide range of physical con-
ditions met in a typical disc, there is a correspond-
ing diversity in the chemical reactions that control
the fractional ionisation in different parts of the
disc. Generally, it can be divided into three layers.
In the midplane the ionisation is provided by cos-
mic rays and radioactive elements only. Above the
midplane, the intermediate layer is located where
the ionisation is dominated by X-rays. In the sur-
face layer UV photons are the main ionising fac-
tor. In each of these layers, I analyse several rep-
resentative points and construct reduced chemical
networks that are needed to reproduce the time-
dependent fractional ionisation. In the midplane,
the relevant chemistry is simple. Reduced net-

works typically include no more than 10 species and a similar number of reactions. The same holds
true for the surface layer. The intermediate layer is the most complicated region from the chemical
point of view. To compute the fractional ionisation with the targeted accuracy, in some regions one has
to take into account carbon chains containing up to 6 carbon atoms and a handful of relevant surface
reactions, which leads to reduced networks with over hundred species and reactions. It is demon-
strated that the equilibrium approach to compute the disc fractional ionisation is appropriate most of
the time in most parts of the studied disc. Also, it is found that the neglect of the shielding processes
in the disc chemical modelling may lead to significant errors in the calculated CO abundances.



Chapter 5

Millimetre observations and modelling of AB
Aur
(Based on the article by Semenov, Pavlyuchenkov, Schreyer, Henning, Dullemond, and Bacmann
2004, submitted to ApJ)

5.1 Why AB Aur?

The aim of the present chapter is to develop the first comprehensive model of the physical, chemical,
and dynamical properties of circumstellar material around an intermediate-mass and young (Herbig
Ae/Be, Herbig, 1960) star using available observational data. Why is this particular class of stars so
interesting?

The Herbig Ae/Be stars are more massive (M∗ ∼ 2–10M) and thereby hotter (T >∼ 8 000 K)
analogues of young solar-type stars in their pre-main-sequence phase, t <∼ 5 Myr (Perez and Grady,
1997). Originally, this class of stars has been selected by the following observational criteria: an A or
B star (T ∼ 10 000–30 000 K) located in a star-forming region (like Taurus or Auriga), which shows
the Balmer series of hydrogen in emission and is associated with a reflection nebulosity (Herbig,
1960). Later, this working definition has been extended by The et al. (1994), who have included in
their sample of Herbig stars also cooler F-type stars, apparently isolated objects, and stars without the
Balmer emission.

With the advent of infrared telescopes, it has been found that the Herbig Ae/Be stars emit IR
radiation in excess over the photospheric level, which can be attributed to the reprocessing of stellar
radiation by nearby circumstellar dust grains (e.g., Hillenbrand et al., 1992). The spectroscopic obser-
vations with the Infrared Space Observatory have unravelled that the composition and sizes of solids
widely vary among the Herbig Ae/Be systems, from the ISM-like small grains made of amorphous
silicates (and coated by ices in cold regions), to larger µm-sized grains, or even thermally processed
crystalline silicates similar to the cometary dust (see, e.g., Bouwman et al., 2001; Crovisier et al.,
1997; Meeus et al., 2001). This seems to be a strong indication that the process of grain growth ac-
companied by chemical and topological restructuring may have taking place in some of these objects.

Meeus et al. (2001) have introduced a classification for the Herbig Ae/Be stars based on the spec-
tral shape of the infrared region of their SED. The group I sources show an almost flat SED in the
mid-infrared and their continuum can be reconstructed by a combination of a power-law and a black
body. The group II sources have a strong decline of the SED towards the far-infrared and require only
a power-law contribution to reproduce the continuum. As it has been demonstrated by Dullemond
and Dominik (2004), the group I vs. II distinction can be understood as arising from flaring (highly
optically thick) vs. self-shadowed (moderately optically thick) discs. They have proposed that the
protoplanetary disc starts to evolve with the flaring shape, and later becomes the self-shadowed due
to the grain growth.

59
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The dusty environments of the Herbig Ae/Be stars have been investigated at large scales (>∼
1 000 AU) by continuum observations at millimetre wavelengths with single-dish antennas (e.g., Hen-
ning et al., 1998). These observations have provided a wealth of information about morphology,
column densities and masses of the outer regions of the Herbig systems. The millimetre continuum
observations with interferometers allowed to study the dust distributions in inner (∼ 100–500 AU)
regions of the Herbig Ae/Be systems (e.g., Di Francesco et al., 1997; Thi et al., 2001).

However, the presence of rotating discs around the Herbig stars has been unambiguously demon-
strated by (sub-) millimetre interferometric observations in molecular lines (e.g., Mannings and Sar-
gent, 1997; Piétu et al., 2003). Thus, the Herbig Ae/Be systems belong to the Class II objects, ac-
cording to the classification of Lada (1999). Also, the observations in molecular lines both with
interferometers (e.g., Pietu et al., 2005; Thi et al., 2001) and single-dish radiotelescopes (e.g., Fuente
et al., 2002) have been used to study the chemical composition and kinematics of the gas in the Herbig
Ae/Be systems.

It is believed that the Herbig Ae stars are precursors of older (Class III, t ∼ 10–100 Myr) main-
sequence β-Pictoris and Vega-type stars that are surrounded by debris discs with trace amounts of dust
(Mdust ∼ 1Mearth) and gas (<∼ 0.1–1 times the dust mass), and possibly harbour planets or planetary-
sized bodies (for a review, see Waters and Waelkens, 1998). Therefore, it is of a crucial importance to
investigate the properties of the Herbig Ae/Be systems in detail in order to catch the process of planet
formation at work. Inevitable, it will shed light on the origin of and initial conditions in our own Solar
system and other stellar systems during the first few million years of the evolution, with a particular
emphasis to infer any differences and similarities between their evolutionary scenarios.

I focus on AB Aur, which is one of the nearest and best-studied object among the entire class of
Herbig Ae stars. The AB Aur system consists of a pre-main-sequence star with spectral type A0Ve+sh
(mass M∗ ∼ 2.4M, radius R∗ ≈ 2.5R, The et al., 1994) located at a distance of ≈ 145 pc (van den
Ancker et al., 1998, 1997), which is surrounded by a rotating circumstellar disc with radius of about
450 AU (Mannings and Sargent, 1997) and an extended (r > 1 000 AU) envelope (Grady et al., 1999;
Nakajima and Golimowski, 1995; Roberge et al., 2001). The age of AB Aur can be roughly estimated
by using evolutionary track modelling, giving a value of t ≈ 2–5 Myr (DeWarf et al., 2003; Thi et al.,
2001).

One of the long-standing mysteries that is related to this object is the value of its inclination
angle. Mannings and Sargent (1997) have spatially resolved a disc-like configuration around AB Aur
using OVRO (Owens Valley Radio Observatory) aperture-synthesis imaging in the 13CO(1-0) line.
From the aspect ratio of the disc major and marginally resolved minor semiaxes, ∼ 110 AU/450 AU,
they have derived a disc inclination angle ι ≈ 76◦ (almost “edge-on” orientation), which is in close
agreement with mid-infrared (MIR) observations of Marsh et al. (1995). However, near-infrared
(NIR) interferometric observations by Millan-Gabet et al. (2001, 1999) have revealed that the AB
Aur system looks nearly spherically-symmetric at ∼ 1 AU scale, implying that the inclination angle
is close to 0◦ (“face-on”). This is in agreement with a value of ι < 45◦ deduced from scattered-light
Hubble Space Telescope (HST) coronographic imaging by Grady et al. (1999) and ι ∈ [27◦, 35◦]
estimated by Eisner et al. (2003) using NIR measurements with the Palomar Testbed Interferometer
(PTI). Recently, using coronographic NIR-imaging with the Subaru telescope, Fukagawa et al. (2004)
have found an inclination ι = 30 ± 5◦. Moreover, Miroshnichenko et al. (1999) have obtained ι = 80◦

in the concept of their best-fit “disc-in-envelope” model to the observed spectral energy distribution
(SED). A similar value of 65◦ has been used by Dominik et al. (2003), who have successfully fitted
the AB Aur SED by a flared disc model with a puffed up inner rim. Obviously, there is a general
disagreement regarding the disc orientation observed with IR- and mm-interferometers or derived
from the SED modelling, though more recent studies point to a face-on configuration. A combination
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of high-quality observational data and appropriate theoretical modelling would allow to determine
precisely, among many other parameters, the orientation of the AB Aur system.

In this chapter, I report on the results of the observations at millimetre wavelengths and modelling
of the AB Aur system. The object was observed by K. Schreyer (AIU Jena) at low resolution (∼ 10′′–
30′′) using the IRAM 30-m antenna between 2000 and 2001 and at a higher ≈ 5′′ resolution in the
HCO+(1-0) line with the IRAM Plateau de Bure Interferometer (PdBI) in 2002. About a dozen
rotational transitions of CO, C18O, CS, HCN, HNC, HCO+, DCO+, SiO, and H2CO were detected
with the IRAM 30-m telescope. These single-dish and interferometric data as well as supplementary
data from the literature form the observational basis for this study.

First, I simulate the time-dependent chemical evolution of the AB Aur system using a gas-grain
chemical network and assuming a two-component model of a flared passive accretion disc enshrouded
in a diffuse spherical envelope. Second, I apply a 2D non-LTE line radiative transfer code to translate
the calculated molecular abundances of CS, CO, and HCO+ to the corresponding synthetic beam-
convolved single-dish and interferometric spectra. Next, I compare the observed and synthesised
emission lines in a systematic way in order to determine the model parameters. Iterating these three
stages of the modelling, I find the best-fit model of the AB Aur disc and envelope and estimate
uncertainties of the parameters.

My primary intention is to verify the strength of such an advanced theoretical approach to ac-
count for various observed interferometric and single-dish molecular spectra simultaneously. As a
by-product of this study, many important parameters describing the physical, chemical, and dynamical
structure of the AB Aur system can be constrained independently from other investigations performed
so far.

This chapter is organised as follows. In Section 5.2 I describe results of the single-dish and in-
terferometric millimetre observations of AB Aur performed with the PdBI array and IRAM 30-m
antenna. The relevant physical and chemical models of the disc and envelope are presented and dis-
cussed in Section 5.3. I briefly outline the algorithm and limitations of the 2D line radiative transfer
code “URAN(IA)” and calculate excitation temperatures of several rotational transitions of the CS,
CO, and HCO+ molecules in Section 5.4. Using the best-fit model of the AB Aur system, the cor-
responding interferometric map of the HCO+(1-0) emission and single-dish CO(2-1), HCO+(1-0),
HCO+(3-2), C18O(2-1), and CS(2-1) spectra are synthesised and compared with the observed spectra
in Section 5.5. In this Section, I also discuss how parameters of the best-fit model and their uncer-
tainties are constrained, and what the evolutionary status of the AB Aur system is. A summary and
conclusions follow.

5.2 Observations of AB Aur

5.2.1 IRAM 30-m data

The observations of AB Aur with the IRAM 30-m dish were performed by K. Schreyer (AIU Jena)
during two runs in September 2000 and October 2001. Details of these observations are reported
elsewhere (see Semenov et al., 2005).

All single-dish detections are compiled in Table 5.1. In total, nine different molecular species
were detected: CO, C18O, CS, HCO+, DCO+, H2CO, HCN, HNC, and SiO. The observed intensities
(mJy) were converted to the antenna temperatures (Kelvin) and afterwards to the main beam tempera-
tures: Tmb = T ∗A/ηmb. The beam efficiency values, ηmb, were taken from the IRAM Newsletter, N. 18,
1994 (see also Table 5.1, Col. 10). In addition, the following spectral lines were only marginally de-
tected (with <∼ 2 sigma): CN(J=3/2-1/2, F=5/2-3/2), H2CO(JKp,Ko=21,2-11,1), and H2CO(JKp,Ko=30,3-
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Figure 5.1. Single-dish emission lines observed toward AB Aur with the IRAM 30-m antenna. From the upper
left to lower right panel (a – l) the following lines are shown: CO(2-1), C18O(2-1), HCO+(1-0), HCO+(2-1),
DCO+(2-1), HCO+(3-2), CS(2-1), CS(5-4), HCN(1-0, F=2-1), HNC(1-0), H2CO(31,2-21,1), and SiO(2-1,
v =0). The intensity values are given in units of the main beam temperature (Kelvin). On every spectrum the
corresponding IRAM beam size is indicated in arcseconds. I marked by the shorthand “fsw” those measure-
ments that have been done with the 5 MHz frequency shift, otherwise the 240′′ beam wobbling observational
mode has been used. The value of the system velocity Vlsr = 5.85 km s−1 is depicted in each panel by thick
vertical line.

20,2). Other observationally interesting lines, like HC3N(J=10-9), N2H+(J=1-0), C2H(J=3/2-1/2),
CH3OH(JKp,Ko=21,1-11,0), and CH3CN(J=5-4, K=0) were not detected at all.

Spectra of firmly detected lines are shown in Fig. 5.1. As can be clearly seen, they basically ex-
hibit three different types of line profiles. The CO(2-1), C18O(2-1), HCO+(1-0), and CS(2-1) lines
are single-peaked, centred at the system velocity (Vlsr = 5.85 ± 0.1 km s−1), and narrow, < 1 km s−1

(except for CO(2-1) which is broader than 2 km s−1). In contrast, the HCN(1-0, F=2-1) and HNC(1-
0) line profiles are slightly broader and apparently have a more complicated asymmetric structure.
Furthermore, HCO+(2-1), HCO+(3-2), DCO+(2-1), CS(5-4), and H2CO(31,2-21,1) spectra show a nar-
row single-peaked shape and a blueshift up to ∆V ≈ −2 km s−1 from the system velocity, whereas
SiO(2-1, v =0) has a ∼ 1 km s−1 redshift.

The reason for such diversity in the observed line profiles is not completely understood. I suppose
that the blueshifted single lines could be broad double-peaked asymmetric spectra, with their less
intense redshifted wings being lost in the noise. As I show below, all these lines but CO(2-1) are
optically thin and their double-peaked appearance would imply that they trace mainly the rotating
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AB Aur disc but not much of the quiescent envelope material. The asymmetry of these line profiles
can be explained by the misalignment of the emission centre and centre of the IRAM 30-m antenna
during the measurements due to the pointing errors, or/and because of the global inhomogeneity of
the AB Aur disc (the latter fact was recently established by the Pietu et al., 2005). This idea is partly
confirmed by the fact that some of these spectra, like HCO+(3-2) and CS(5-4), require high densities
for the excitation and were measured with small beam sizes of about 10′′ (which is comparable with
the ∼ 6′′ disc).

On the other hand, the IRAM beam for the HCO+(1-0) and CS(2-1) lines is >∼ 25′′, a few times
larger than the apparent disc size, and due to a significant beam dilution in this case, both emission
lines come from the extended envelope around AB Aur. This suggestion is further supported by the
narrow ∼ 1 km s−1 width and central position of these emission lines, typical of cool and quiet gas.
This is also certainly true for the CO(2-1) and C18O(2-1) lines, though the broad width of the former
spectrum indicates that the CO(2-1) emission is contaminated by moving gas along the line of sight
to AB Aur.

There is strong evidence that a large gas reser-

Figure 5.2. Smoothed velocity map (in km s−1)
of the AB Aur system observed with the Plateau
de Bure interferometer in the HCO+(1-0) transition
at ∼ 89 GHz. The distribution of the integrated
line intensity within this ∼ 10′′ object is represented
by contour lines. The levels are equidistant with
0.05 K km s−1 intensity steps. The “butterfly” (“blue-
red”) symmetric appearance of the map is character-
istic of a globally rotating disc-like configuration that
is observed close to face-on (ι ∼ 0◦). The border be-
tween these two lobes corresponds to the projection
of the disc rotational axis on the sky plane (V = Vlsr).
It implies that the disc positional angle φ ∼ 90◦.

voir is located within at least ∼ 8′ around the cen-
tral star, which is indirectly probed by the DCO+-
(2-1) measurements (see Table 5.1, footnote “c)”).
The negative intensity of this line was detected
only in the case of the 240′′ on-off observations,
which can be easily explained. It is known that
deuterium fractionation proceeds most efficiently
in cold environments, T <∼ 70 K, (e.g., Bacmann
et al., 2003) but not in the inner (warm) parts
of protoplanetary discs (see Aikawa and Herbst,
1999a). Consequently, the DCO+(2-1) signal is
stronger for the cold outer region of the enve-
lope at a distance of ∼ 35 000 AU (240′′ offset)
than for the warm inner <∼ 2 500 AU part (17′′

IRAM beam). Therefore, the measured intensity
of this emission line became negative after the on-
off subtraction of the strong background signal.
Note that the HCN(1-0, F=2-1) single-peaked asym-
metrical spectrum was observed with the same
240′′ beam wobbling technique and may suffer
from a similar contamination.

It is worth to mention that an extended ∼ 35 000
AU region of thermal emission from cold dust
grains around AB Aur has been observed by the
IRAS satellite at 60µm1 (Wheelock et al., 1991).

5.2.2 Plateau de Bure interferometric data

The AB Aur system was mapped in the HCO+(1-0) line at 89.18 GHz with the PdBI in March
2002. The synthesised HPBW (Half Power Beam Width) size of the beam was 6.76′′ × 5.09′′

(= 970 AU×730 AU at 144 pc) with a position angle of 94◦ because these observations were obtained
with five 15-m antennas using the compact configuration CD (baselines of 20-80 meters). They are

1The corresponding map can be found here: http://skyview.gsfc.nasa.gov/cgi-bin/skvadvanced.pl

http://skyview.gsfc.nasa.gov/cgi-bin/skvadvanced.pl
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described in detail Semenov et al. (2005). As an example, in Fig. 5.2 I show the distribution of the
HCO+(1-0) intensity-weighted velocities within the AB Aur system overplotted by the integrated line
intensity (contour lines). Though not well spatially resolved with the ∼ 6′′ beam, it appears as a
nearly spherically symmetric ∼ 10′′ (1450 AU) structure with a peculiar “two-lobe” (blueshifted and
redshifted) velocity pattern. This is a typical sign of a rotating disc-like configuration that is seen
close to face-on (e.g., Mannings and Sargent, 1997; Simon et al., 2000). The lack of spatial resolution
does not allow to determine the radius of this structure precisely, and only an upper limit can be put on
this value, Rdisc <∼ 800 AU. The border between two velocity lobes (zero-velocity gradient, V = Vlsr)
corresponds to the projection of the disc rotational axis on the plane of the sky. This implies that the
disc positional angle is about 90◦.

Whether the disc size and orientation are indeed close to these first-order observational estimates
is verified by the modelling in the following sections.

5.3 Model of the AB Aur system
In this section, I describe and discuss the phys-

Figure 5.3. A sketch of the AB Aur system. It con-
sists of a passive flared disc (black) surrounded by a
spherical envelope (grey). The envelope is divided
in the torus-like region shadowed from the star by
the disc (dark grey) and two unshielded lobes (light
grey).

ical model of the AB Aur system in detail. A
schematic sketch of this object is presented in Fig.
5.3. It is assumed that the AB Aur system consists
of a passive flaring rotating disc surrounded by
an infalling spherical envelope. This dense pro-
toplanetary disc shades off a torus-like region in
the diffuse envelope from strong stellar UV flux,
which allows many complex molecules to form
and survive there. In contrast, the composition
of the two unshielded envelope lobes is mainly
atomic. Since the star directly heats these lobes,
they have to be hotter; in a pure hydrostatic equi-
librium it would also imply that they are less dense
than the shadowed part of the envelope. Thus, an
observationally significant amount of molecules
is only reached during the chemical evolution of
the AB Aur disc and the shielded part of the en-
velope.
5.3.1 Disc model

The UV-to-mm surveys of Herbig Ae stars have unveiled that many of these stars are surrounded by
circumstellar gas and dust distributed in flattened (disc-like) configurations (e.g., Natta et al., 2001).
Indeed, the presence of a compact structure (0.5 AU <∼ r <∼ 500 AU) around AB Aur has been
revealed from IR interferometric measurements (e.g., Eisner et al., 2003; Marsh et al., 1995; Millan-
Gabet et al., 2001, 1999), at visual wavelengths by the photometric and polarimetric observations of
Grinin and Rostopchina (1996), and from millimetre interferometric observations of Mannings and
Sargent (1997). Moreover, the latter authors have reported on the Keplerian rotation of the gas in this
object. All these facts indicate that a rotating protoplanetary disc encircles the AB Aur star. Given
that the measured mass accretion rate on the central star is low, Ṁ ∼ 10−8M yr−1 (e.g., Grady et al.,
1996), the vertical structure of the AB Aur disc is globally sustained by reprocessing stellar radiation
(passive disc) but not due to viscous dissipation.
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Some clues concerning the dust content of the AB Aur system can be gained from the analysis of
the SED. The emission bands of various dust materials have been detected in the IR spectra of AB
Aur with the Infrared Space Observatory (ISO), most notably those of iron oxide, PAHs, amorphous
silicates, and water ice (van den Ancker et al., 2000). The strong silicate emission band at 9.7µm
points to the presence of a large amount of warm (∼ 100–200 K) and small (<∼ 0.1–2µm) amorphous
silicate grains in this object. Together with the absence of crystalline silicate features in the spectra, it
implies that the dust in AB Aur is thermally unprocessed and may still resemble pristine interstellar
grains even after a few Myr of the evolution (e.g., Bouwman et al., 2001; Meeus et al., 2001) or the
system is younger, t ∼ 2 Myr (e.g., Pietu et al., 2005).

A large amount of warm dust and gas observed in the AB Aur system (e.g. Thi et al., 2001) cannot
be accounted for without invoking a flared geometry of the disc or/and an additional disc heating by
the surrounding envelope. The importance of the latter effect is discussed by Vinković et al. (2003).
The idea that the disc is flaring is further supported by the results of the detailed modelling of Eisner
et al. (2003) and Brittain et al. (2003), who have found that a flared disc model with a puffed up inner
rim provides a suitable fit to their NIR and MIR observational data.

Unfortunately, the disc of AB Aur is detected with the PdBI array only in one line and at modest
resolution. Thus it is not possible to unravel the disc thermal and density structure in both radial and
vertical directions, using these observational data alone. On the other hand, many other parameters of
the AB Aur system have been revealed from previous observations. They can be used to construct a
physical disc model.

I adopt the passive flared disc model of Dullemond and Dominik (2004). This disc model is
calculated using a 2D axisymmetric continuum radiative transfer code and silicate dust opacity data
(Draine and Lee, 1984) under the assumption of hydrostatic equilibrium in vertical direction. The a
priori fixed disc parameters are as follows.

I assume that the dust grains are uniform spheres with radius of 0.3µm, though the additional
case of larger 1µm particles is also considered. In the model, I focus only on a single-size grain
distribution instead of a range of dust sizes because otherwise it would significantly slow down the
chemical computations and 2D disc modelling, thus making prohibitive efficient fitting of the model
parameters. The disc surface density as a function of radius obeys a power law, Σ(r) = Σ0(r/r0)p, with
the exponent p = −5/2 and the initial value Σ0 to be constrained. Note that the adopted radial gradient
p is somewhat steeper than the usually assumed value between about −2 and −1 (see, Miroshnichenko
et al., 1999; Natta et al., 2001). Therefore, I consider two additional models with p = −3/2 (minimum-
mass solar nebula) and p = 0 (uniform disc).

The disc has its inner boundary at 0.7 AU (dust sublimation radius, T ∼ 1 500K) and extends
up to several 100 AU in radial direction, with its vertical height covering a comparable spatial scale.
The ratio of the disc outer radius to the vertical height at which the star is still sufficiently obscured,
AV >∼ 1m, is used to estimate what fraction of the entire AB Aur envelope is shadowed (see Fig. 5.3).

I adopt the following parameters of the central star: Teff = 10 000 K, M∗ = 2.4M, R∗ = 2.5R
(see Table 5.2). It is assumed that the disc is illuminated by the UV radiation from the star and by
the interstellar (IS) UV radiation. The intensity of the stellar UV flux is calculated using the Kurucz
(1993) ATLAS9 of stellar spectra, and utilised to calculate self-consistently the 2D disc physical
structure (Dullemond and Dominik, 2004). This intensity is converted to the standard G factor, G∗ ≈
105 G at the distance of 100 AU, where G = 1 corresponds to the mean interstellar UV field of Draine
(1978). The penetration of the stellar and interstellar UV radiation into the disc is computed by using
1D plane-parallel scheme presented in Section (3.1.2.1). To calculate the visual extinction by dust



5.3. MODEL OF THE AB AUR SYSTEM 67

Figure 5.4. The thermal structure of the adopted disc model is shown in the left panel, where the solid curve
represents the so-called ”snowline” (T = 100 K). The relevant density distribution is presented in the right
panel. There, three solid lines correspond to the disc regions with number densities of 102 cm−3, 105 cm−3,
and 108 cm−3 (from the disc surface to midplane, respectively).

grains toward the central star at a given disc location, I use slightly modified expression Eq. (3.2):

AV =
NH

N1(a)
mag, (5.1)

where NH is the total column density of hydrogen nuclei between the point and the star and the
column density to reach AV = 1 mag is N1(a) = 8.36 · 1020 cm−2 and 9.75 · 1021 cm−2 for the grain
radius a = 0.3µm and 1µm, respectively. The extinction of the interstellar UV radiation (G = 1) is
computed in the same way but in vertical direction only. I calculate the penetration of cosmic rays
(CR) into the disc by Eq. (3.5) in Section 3.1.2.2. Finally, ionisation due to the decay of short-living
radionuclides is considered with a total rate ζRN = 6.1 · 10−18 s−1 (Umebayashi and Nakano, 1981).

Overall, a wide range of relevant physical parameters characterises the disc model, namely, tem-
peratures between 35 K and 1 500 K, densities between 10−21 g cm−3 and 10−9 g cm−3, G factors
>∼ 103, AV between 0 and more than 100 mag, and ionisation rates between ∼ 10−19 s−1 and 10−17 s−1.
The disc thermal and density structure is shown in Fig. 5.4.

The parameters of the best-fit disc model are given in Table 5.3. In Section 5.5 I discuss how they
and their uncertainties are derived.

5.3.2 Envelope model

The body of observational data about the extended nebulosity surrounding AB Aur allows to constrain
some of its basic parameters prior to the detailed modelling.

The visual extinction observed toward the star is low, AV ∼ 0.2–0.5 mag (Fuente et al., 2002;
Roberge et al., 2001; van den Ancker et al., 2000, 1997), and can be attributed to light scattering and
absorption by dust grains in the nearby envelope and interstellar medium. Thus, the AB Aur envelope
is diffuse and its average density has to be low.

The apparent size and morphology of the envelope depends on the spectral region at which ob-
servations are performed. For instance, an extended 8′ (≈ 35 000 AU) cloud of cold dust has been
observed with the IRAS satellite at 60µm, which is confirmed by the IRAM single-dish observations.
At visual wavelengths, the spherically-symmetric envelope has been traced from r ≈ 1 300 AU to
∼ 365 AU with the HST coronographic imaging by Grady et al. (1999), who have also found that it is
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Table 5.2. Parameters of the central star

Parameter Symbol Value Reference

Distance r∗ 144+23
−17 pc 1

Temperature Teff 10 000 ± 500K 2

Radius R∗ 2.5 ± 0.2R 3

Mass M∗ 2.4 ± 0.2M 2

UV flux at 100 AU G∗ 1.5 · 105 4

References. — (1) van den Ancker et al. 1997; (2) van den
Ancker et al. 1998; (3) van den Ancker et al. 2000; (4) This
work

highly inhomogeneous from hundreds AU down to tens of AU (spiral arches). They have mentioned
that this symmetric (inner) envelope is further surrounded by a large band of the reflection nebulosity
which has been detected with ground-based telescopes. An envelope of almost the same structure
has been observed by Nakajima and Golimowski (1995) using the John Hopkins University Corono-
graph. They have put a lower limit on the mass of the reflection nebulosity using its visual brightness,
Mrefl ∼ 2 · 10−7M (this seems to be a strong underestimation). Di Francesco et al. (1998) have not
resolved the AB Aur envelope with the Kuiper Airborne Observatory at 50µm and 100µm and gave
an upper limit to its size, r <∼ 5 000 AU.

At millimetre wavelengths, the global distribution of the circumstellar matter around AB Aur has
been probed in several low rotational lines of CO isotopomers with the IRAM 30-m antenna by Fuente
et al. (2002). Fuente et al. have estimated the envelope mass within 0.08 pc (∼ 15 000 AU) to be
∼ 1 M. They have classified AB Aur as a Class II object according to their notation (a star embedded
in the remnant natal cloud), which implies a power-law radial density profile with an −2 < p < −1
exponent. With these two limiting cases of the density profile, the derived mass M0.08pc = 1M, and
assuming that the envelope extends down to the dust sublimation radius r0 = 0.7 AU, I find that the
typical density at r0 is between 108 and 1012 cm−3.

Moreover, Miroshnichenko et al. (1999) have fitted the SED of AB Aur using a model of a flat
disc immersed in a spherically-symmetric diffuse envelope. Their best-fit parameters for the AB Aur
envelope are the following: the mass is about 0.03M, the radial density distribution follows a broken
power law, p = −2 for 1.2 AU < r < 120 and p = 0 for 120 AU < r < 5800 AU with initial density
of ∼ 108 cm−3, and the temperature scales with radius as T (r) = 1 500 K · (r/1.2 AU)−0.4.

Recently, Elia et al. (2004) have fitted the AB Aur SED from UV to the radio domain with a similar
model of a pure spherical envelope and assuming large porous grains (dust emissivity ∝ λ−0.6). They
have adopted radial power-law temperature (q = −0.4) and density (p = −1.4) distributions with
T0 = 1 500 K and n0 = 3 · 109 cm−3 at r0 ≈ 1 AU.

Using these observational facts and theoretical constraints on typical density and temperature
values to be encountered in the AB Aur envelope, I construct a simple model of the envelope. Since
the molecular content of the AB Aur envelope was probed in several lines with the IRAM 30-m
antenna, this allows to derive the temperature and density structure of the AB Aur envelope directly



5.3. MODEL OF THE AB AUR SYSTEM 69

Table 5.3. Parameters of the best-fit disc model

Parameter Symbol Value

Inner radius Rdisc
in 0.7 AU

Outer radius Rdisc
out 400 ± 200 AU

Temperature Tdisc 30–1 500K

Surface density at 1 AU Σ0 7.7 · 103 g cm−2 (± factor of ∼ 7)

Surface density profile p −2.5

Mass Mdisc 1.3 · 10−2M (± factor of ∼ 7)

Grain radius adisc 0.3µm

Gas-to-dust mass ratio mgd 100

from these data, but only assuming 1D power-law distributions for T (r) and ρ(r). Thus, extensive
modelling of its physical structure with an advanced radiative (hydro-) code can be omitted.

I focus on the inner part of the entire AB Aur envelope and assume that it is spherically symmetric,
homogeneous, and has a radius of Rout = 2 200 AU. The latter quantity is restricted by the largest 29′′

(≈ 2 200 AU) IRAM beam size used in the single-dish observations. Given the low inclination of
the disc inferred from the interferometric data, the part of the envelope shielded by the disc is also
seen close to face-on. It makes no sense to take into account the outer region of the envelope beyond
2 200 AU because it is molecularly deficient (apart from H2 and CO) along the line of sight due to high
stellar UV flux (Fig. 5.3, light grey), while in the opposite direction (the disc midplane) the emitting
material is out of the largest used IRAM beam. I assume that the inner radius of the AB Aur envelope
coincides with the disc outer edge, Renv

in = Rdisc
out

>∼ 200–600 AU.
The envelope radial density profile is modelled with a power law, ρ(r) = ρ0 · (r/r0)−p, where ρ0

and p are parameters to be constrained. I assume that the shadowed part of the AB Aur envelope is
isothermal, than its mean kinetic temperature Tkin can be directly estimated from the Tmb intensity of
the optically thick CO(2-1) line: Tkin ∼ Tmb ≈ 20–40 K (see Table 5.1). The initial guess for the
inner envelope temperature is similar to the range T = 20–50 K derived by Thi et al. (2001) from the
analysis of excitation conditions for several CO low- and high-rotational lines. I assume that gas and
dust species are in thermal equilibrium, which is a justified assumption for the inner (dense, cold, and
shadowed) part of the envelope.

The gas-grain and grain-grain collisional timescales in the AB Aur envelope are larger than those
in the dense disc. This essentially rules out the possibility that a profound grain growth up to cm-sized
bodies occurred there during the contraction phase, which is further supported by the fact that the bulk
of dust grains in the AB Aur system are smaller than a few microns. Therefore, I assume that dust
particles in the envelope are small uniform spheres with radius of 0.1µm.

The approach of the previous subsection is adopted to compute the UV flux in the shadowed part
of the envelope, but with some minor modifications. As this region is shielded from the direct stellar
radiation, it is only necessary to take into account the penetration of the IS UV photons. Given the
low radial density of the envelope (Σenv � 100 g cm−2), the constant CR-ionisation rate is taken
(ζCR = 1.3 · 10−17 s−1) whereas ionisation due to the decay of the radionuclides is negligibly low
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Table 5.4. Parameters of the best-fit envelope model

Parameter Symbol Value

Inner radius Renv
in 400 ± 200 AU

Outer radius Renv
out 2 200 AU

Shadowing angle θ 25◦

Temperature Tenv 35 ± 14K

Density at 400 AU ρ0 9.4 · 10−19 g cm−3 (± factor of ∼ 7)

Density profile p −1.0 ± 0.3

Mass Msh
env 4 · 10−3M (± factor of ∼ 7)

Grain radius aenv 0.1 µm

Gas-to-dust mass ratio mgd 100

(ζRN = 0).

The best-fit parameters of the AB Aur envelope model are compiled in Table 5.4 and discussed in
Section 5.5.

5.3.3 Chemical model

The chemical model adopted in this study is the same as described in Chapter 3, but with a few
modifications. In the rates of reactions with cosmic ray particles and CR-induced UV photons the
CR-ionisation rate, ζCR, is replaced either by the sum of ζCR + ζRN (disc) or left unchanged (envelope).
In accordance with the studies by Willacy and Langer (2000), Aikawa et al. (2002), and van Zadelhoff

et al. (2003), I assume that the probability of species to stick onto dust grain surfaces is 100%. Finally,
I consider deuteration processes by utilizing the reaction set for deuterated species (Section 3.4) and
take into account self- and mutual-shielding of H2 and CO molecules (Section 3.1.2.1). The refer-
ence network does not include reactions involving C18O. Therefore I scale down the CO abundances
calculated without self-shielding by the isotopic ratio O/18O=490 (Wilson and Rood, 1994). Overall,
this network consists of 560 species made of 13 elements that are involved in 5336 reactions.

Although Ilgner et al. (2004) have found that the vertical mixing and radial transport may signifi-
cantly affect the disc chemical evolution under certain conditions, I do not consider these processes in
the model because of three main reasons. First, the estimated mass accretion rate on AB Aur is low,
therefore the radial transport of matter toward the central star is small. Second, there is observational
evidence that turbulence in protoplanetary discs is low, Vturb <∼ 0.1–0.2 km s−1 (see, e.g. Dartois et al.,
2003), and consequently diffusion processes may be less important. The last (but not least) reason,
why mixing processes are not considered, is that the chemical model has to be remain numerically
manageable.
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Figure 5.5. Radial distributions of the calculated vertical column densities in the disc (left panel) and envelope
(right panel). The thick solid line represents the results for HCO+ obtained with the standard model of the
UMIST 95 gas-grain chemistry assuming 0.3µm grains and 3 Myr evolutionary time span, whereas open
squares correspond to the case of earlier 0.3 Myr chemistry. The same standard model is used to compute
column densities for CO molecules, which are depicted by dashed lines. Note that the CO column densities
are scaled by a factor of 107. In the left panel, I show the HCO+ disc column densities calculated with the
model of larger 1µm dust grains by open triangles, whereas crosses and open circles stand for the results
obtained with the standard model, but two different gas-to-dust ratios, 10 and 1000, respectively. Finally, the
dashed-dotted line in the left panel corresponds to the HCO+ column densities in the disc after 3 Myr of the
evolution that are computed using the OSU 03 gas-grain chemical network with 1.0µm grains.

5.3.3.1 Results of chemical calculations

Using molecular initial abundances described in Section 3.5 and the aforementioned model of the
AB Aur system, a set of time-dependent molecular abundances and vertical column densities are
computed for 3 Myr of the evolution in every iterative step of the modelling. Below I discuss the
results obtained with the final (best-fit) set of model parameters (Tables 5.2–5.4).

The calculated HCO+ and CO vertical column densities as a function of radius are presented in
Fig. 5.5. As can be clearly seen, NCO(r) in general follows the radial decline of the surface density
and thus is less steep for the AB Aur envelope than for the disc. The fact that CO column densities are
strongly related to the total amount of hydrogen in both the disc and envelope, N(CO)/N(H)<∼ 10−4,
merely reflects chemical stability and efficient shielding of CO molecules from dissociating UV ra-
diation. In contrast, the HCO+ column densities as a function of radius show a more complicated
behaviour because the chemical evolution of this molecular ion is governed by a larger set of for-
mation and destruction pathways. For instance, a rapid decrease of NHCO+ in the outer parts of the
disc and envelope is caused not only by the decline of the surface density, but also due to enhanced
recombination rate of HCO+ molecular ions with abundant electrons. These regions are relatively
transparent for the impinging UV photons, which dissociate molecules and ionise chemical species
(mostly carbon atoms), thereby increasing the electron concentration in the gas-phase and decreasing
the HCO+ abundances.

The difference between the chemical evolution of the disc and shielded part of the envelope is the
following. The disc has density, temperature, and UV-intensity gradients in both vertical and radial
directions, leading to a “layered” chemical structure. The abundances of many gas-phase species peak
at the disc intermediate layer where the UV flux is low enough to drive a rich molecular chemistry
(e.g., Aikawa et al., 2002; Semenov et al., 2004b). Contrary to the disc, the shadowed envelope region
is cold, less dense, and opaque to the stellar UV radiation (but not to the interstellar UV photons).
Therefore, many photoreactions and reactions with barriers cannot efficiently proceed there, which
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results in a more simplified (“dark”) chemistry.
I also investigate how various physical and chemical factors influence the evolution of HCO+ in

the disc in detail.
First, I consider the standard model of the UMIST 95 chemistry, 0.3µm grains, and t = 3 Myr,

but two limiting gas-to-dust mass ratios, 10 and 1000. As can be clearly seen, the resulting col-
umn densities are nearly the same as in the case of the standard value mgd = 100 for r <∼ 100 AU,
NHCO+(r) ∼ 1013 cm−2. At larger radii, these quantities for mgd = 1000 decrease faster with radius than
the column densities computed with the standard chemical model and the difference at r = 400 AU
reaches about 3 orders of magnitude. Contrary, in the case of mgd = 10 the radial decline is shallower
than in the standard case, and at r = 400 AU the calculated column densities differ by a factor of
10. A similar tendency is seen for the model of larger 1µm dust particles. In the inner disc regions,
13 AU < r < 60 AU, the corresponding HCO+ column densities are <∼ 10 times higher than that of
the standard model (mgd = 100), while at larger radii they decrease with radius like in the case of
mgd = 1000.

All these trends can be understood if one recalls the fact that the disc at r >∼ 100 AU has a so
low surface density that interstellar UV radiation can easily penetrate and thus controls the chemistry.
As I noted above, the HCO+ abundances strongly depend on the total amount of electrons in the gas
phase. In turn, the overall electron concentration in the outer disc regions is related to the value of dust
extinction in vertical direction. The higher the extinction is, the lower is the electron concentration
(and the higher is the resulting HCO+ column densities). For a fixed hydrogen column density and
two models of uniform grains, the ratio of the corresponding visual extinction values is

AV,1

AV,2
=

mgd,2

mgd,1

ad,2

ad,1

Qext(ad,1, V)
Qext(ad,2, V)

, (5.2)

where mgd is the gas-to-dust mass ratio and Qext(ad, V) is the extinction efficiency factor for a particle
with the radius ad.

According to this equation, the disc with the gas-to-dust ratio of 1000 is 10 times more transparent
in vertical direction than in the case of the standard model with mgd = 100, while the disc with 10
times more dust grains (mgd = 10) is 10 times more opaque. Similarly, in the case of larger 1µm
grains, the total visual extinction is ≈ 6 times smaller than that of the standard 0.3µm grain model due
to ≈ 6 times higher extinction efficiency and about 27 times reduced amount of dust particles in unit
volume. Moreover, the ∼ 3 times larger radius of 1µm dust grains in respect to the 0.3µm particles
also implies that Coulomb attraction of positively charged ions and negatively charged dust particles
is smaller, leading to less effective grain neutralisation of HCO+ ions. In turn, this results in the bump
of the HCO+ column density curve at 13 AU < r < 60 AU (Fig 5.5).

Another important question that needs to be clarified is how sensitive the chemical modelling to
the adopted set of reactions is. As it has noticed in Chapter 3, there are two chemical databases, which
are widely used, namely, UMIST 95 (Millar et al., 1997) and OSU 03 (Smith et al., 2004). These
networks comprise hundreds of species and thousands of reactions with the rates that are not always
the same. Shortly, the values of the photorates and temperature-dependence in the ion-molecule
reaction rates deviate between the UMIST 95 and OSU 03 (see Semenov et al., 2004a).

To answer this question, I repeat the chemical calculations for the disc model with 1µm dust grains
using the OSU 03 network. The corresponding HCO+ column densities are shown in Fig. 5.5. As can
be clearly seen, NHCO+ for the OSU 03 and UMIST 95 models are nearly the same everywhere in the
disc except for the inner parts, r <∼ 15 AU. There, the column densities of HCO+ computed with
the OSU 03 model decrease more rapidly with radius than in the case of the UMIST 95 network. As
mentioned above, the main reason for that can be the difference in the rates of ion-molecule reactions
between these two chemical networks.
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Moreover, recently Vasyunin et al. (2004) have shown that computed abundances of HCO+ ions
in dark and diffuse molecular clouds can be uncertain by a factor of ∼ 1.8–3 due to uncertainties
in the reaction rate coefficients of the UMIST 95 database (see Fig. 1 therein). Given a broad range
of physical conditions encountered in the applied disc model, most probably the calculated HCO+

column densities suffer from the same uncertainty of a factor of ∼ 2.
The total computational time for the disc model with 7 radial and 11 vertical grid points is ∼ 10

hours on a Pentium IV 2.4 GHz PC, while it takes about several hours to compute the chemical
evolution of the envelope model with 28 grid points.

5.4 2D line radiative transfer calculations

In this section, I describe the approach to simulate the radiative transfer in molecular lines and to
synthesise their spectra. In essence, the radiative transfer modelling is based on the solution to the
radiative transfer (RT) equation coupled with balance equations for molecular level populations (e.g.,
Rybicki and Hummer, 1991). Prior to the modelling, one needs to provide density, temperature, and
velocity distributions as well as molecular abundances in a medium.

I solve the system of the radiative transfer and balance equations with the 2D non-LTE code
“URAN(IA)” developed by Pavlyuchenkov and Shustov (2004). It partly uses the scheme originally
proposed and implemented in the publicly available 1D code “RATRAN” (Hogerheijde and van der
Tak, 2000). The iterative algorithm of “URAN(IA)” is the following.

First, initial molecular level populations and a set of photon random paths through the model
grid have to be defined. Using these quantities, the specific intensities Iν(i, j) are computed for each
cell i by the explicit integration of the RT equation along the pre-defined photon paths ~n( j). For the
photon ray-tracing, the code employs a Monte Carlo description. After that, ~n( j) and Iν(i, j) are used
to calculate the mean line intensity Jν(i) in every cell. The computed mean intensities are utilised
in the next iteration step to refine the level populations by solving balance equations in all model
cells. To accelerate convergence of the entire procedure for optically thick lines, additional internal
subiterations for each grid cell (ALI scheme) are included on top of the global iterations. The adopted
acceleration scheme relies on the fact that the calculated mean line intensity in every particular cell
can be divided into an internal component generated in the cell and external contributions from other
cells of the grid. Therefore, subiterations are applied to bring into an agreement the internal mean
intensity of the line and corresponding level populations (for more detail, see Hogerheijde and van
der Tak, 2000).

The global iterations are performed until the final molecular level populations are obtained. Af-
ter that, I repeat the calculations again, but with another set of pre-defined random photon paths in
order to estimate a typical error of the computed values. In these simulations, the relative errors in
the level populations are always smaller than 5%. Finally, the resulting level populations are used
to calculate the corresponding excitation temperatures, which are further transformed into synthetic
beam-convolved single-dish and interferometric spectra.

There are a few limitations in the code. Since “URAN(IA)” does not contain a realisation of
the radiative transfer in the lines with fine structures yet, I can only consider rotational transitions
of CO, CS, HCO+ and their isotopomers among the full set of the detected species. The utilised
collisional rate data for CO, CS, and HCO+ are taken from Flower and Launay (1985), Green and
Chapman (1978), Green (1975), and Monteiro (1985), respectively. I do not take into account the
continuum absorption and emission by dust grains, which is a reliable approximation for optically
thin and moderately optically thick low-transitional lines (e.g., Leung and Liszt, 1976).
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Table 5.5. Parameters of the 2D LRT calculations

Parameter Symbol Value

Resolution of the numerical grid: r, θ

1) Disc model 28 × 55

2) Envelope model 28 × 55

3) Disc-in-envelope model 56 × 55

Error in the level populations <∼ 5%

System velocity Vlsr 5.85 ± 0.1 km s−1

Microturbulent velocity Vturb 0.2 km s−1

Disc regular velocity Vdisc 46.2 · (r/1AU)−0.5 km s−1

Envelope regular velocity Venv 0.2 · (r/400AU)−1 km s−1

Background temperature Tbgr 2.73 K

Spectral resolution Dν 0.04 km s−1

Inclination angle ι 17+6
−3
◦

Positional angle φ 80 ± 30◦

PdBI HPBW beam 5.87′′

IRAM HPBW beam 9.3–29′′a

aSee Table 5.1, Col. (11)

5.4.1 Calculated excitation temperatures

For the line radiative transfer modelling of the AB Aur system I use the set of input parameters
compiled in Table 5.5. Standard Keplerian rotation is adopted to represent the regular velocity field
of the disc. The quality of the acquired interferometric data does not permit to verify whether the disc
rotation is indeed Keplerian (Vdisc(r) ∝ r−0.5) or follows another power law (see Simon et al., 2000).
The AB Aur disc has a much smaller mass in comparison with the stellar mass (e.g., Mannings and
Sargent, 1997). Therefore, it is likely that such an assumption is valid, unless the disc is too young to
be fully relaxed to the Keplerian state (this possibility is discussed in Pietu et al., 2005).

Little is known about the dynamical state of the AB Aur envelope. Therefore, I consider a steady
accretion of the envelope material on the disc (and consequently on the central star), with the regular
velocity that can be found from the conservation-of-mass principle and adopted power-law exponent
p of the radial density distribution: Venv(r) ∝ r−2−p. For example, for p = −1 the infall velocity
decreases as Venv(r) ∝ r−1. In agreement with recent observations by Thi et al. (2001) and Dartois
et al. (2003), the uniform microturbulent velocity Vturb = 0.2 km s−1 is assumed for both the disc and
envelope model.

The computed disc excitation temperatures of the CO(2-1), CS(2-1), HCO+(1-0), and HCO+(3-
2) transitions are shown in Fig. 5.6. As can be clearly seen, the excitation temperature Tex for the
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Figure 5.6. Calculated excitation temperatures in the disc for the CO(2-1), CS(2-1), HCO+(1-0), and
HCO+(3-2) transitions are presented in the upper left (a), upper right (b), lower left (c), and lower right
(d) panels. Light areas in the panels (b) and (c) indicate the disc regions with negative excitation temperature
(inversion in the level populations). The plots look somewhat coarse due to a finite discretisation of the applied
disc model.

CO(2-1) line follows the kinetic temperature everywhere in the disc but the surface layer (compare
the left panel in Fig. 5.4 with the top left panel in Fig. 5.6). This line is easily excited (critical density
ncr ∼ 103 cm−3) and thus thermalised in most of the disc and envelope regions, nH >∼ 105 cm−3. Given
this fact and the high abundance of CO molecules, CO/H2 <∼ 10−4, the CO(2-1) line is optically thick
with τ ∼ 10–1000 in the disc and τ <∼ 10 in the envelope.

In contrast, the CS(2-1) transition requires about 200 times higher density for thermalisation,
therefore its excitation temperature peaks closer to the dense disc interior. The optical thickness of
the CS(2-1) line is low, τ ∼ 10−3, mainly due to much lower gas-phase CS abundances compared with
the amount of CO molecules, N(CS)/N(CO) <∼ 10−4.

The disc excitation temperatures of the HCO+(1-0) and HCO+ (3-2) transitions are shown in the
bottom of Fig. 5.6. The 3-2 rotational line is excited at about 10 times higher density than the critical
density for HCO+(1-0), ncr ∼ 105 cm−3, leading to the lower excitation temperatures in the former
case. Since HCO+ ions are only ∼ 10 times more abundant than CS molecules, the HCO+(1-0) and
HCO+(3-2) lines have a low optical depth of about 10−3. The disc excitation map for the C18O(2-1)
emission is similar to that of CO(2-1) and therefore is not shown.

Note that the CS(2-1) and HCO+(1-0) excitation temperatures show a broad zone in the disc
intermediate layer, where Tex < 0 (light areas in Fig. 5.6). Here a non-LTE effect plays a role.
The inversion in the rotational level populations is caused by a specific ratio between collisional
and radiative (de-) excitation probabilities. In those disc parts, where the concentration of CS and
HCO+ is low, their levels are excited and de-excited by collisions and only radiatively de-excited (but
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not excited). Thus, the LTE condition is broken and level populations do not follow the Boltzmann
distribution. This effect for the CS molecule has been considered by Liszt and Leung (1977) in detail.
However, such inversion does not lead to significant maser amplification of the line intensity even
for the most favourable case of the edge-on disc. As soon as the optical depth of the line approaches
unity, stimulated radiative transitions become operative. They additionally excite and de-excite the
level populations and destroy the inversion.

I do not present the resulting excitation temperatures for the envelope model because the excitation
conditions there do not change as strongly as in the case of the disc, and resemble those of the low-
density disc surface. Consequently, the CS(2-1) and HCO+(3-2) emission lines are not thermalised
anywhere in the envelope, 5 K <∼ Tex <∼ 10 K, whereas HCO+(1-0) is partly thermalised in the inner
part at r <∼ 800 AU: 5 K <∼ Tex <∼ 25 K. Finally, the CO(2-1) and C18O(2-1) lines are thermalised in
the entire envelope with Tex ≈ Tkin ∼ 30 K.

A typical computation for a 56 × 55 grid model, 11 transitions, and the optically thick CO(2-1)
line needs about 2 days on a Pentium IV 2.4 GHz PC. In the extremely optically thin approxima-
tion applied to simulate the radiative transfer in the CS(2-1), CS(5-4), C18O(2-1), HCO+(1-0), and
HCO+(3-2) lines, the photon ray tracing and ALI scheme are not used. In this case, the level popula-
tions are computed within a few seconds. The validity of this approach is verified by comparing once
the level populations of the CS(2-1), C18O(2-1), HCO+(1-0), and HCO+(3-2) transitions calculated
with the full line radiative transfer and in the limit of the extremely low optical depth. It is found that
both methods yield nearly identical results both for the disc and envelope model.

5.5 Results of the line radiative transfer modelling
In this section, I confront the theoretical model of the AB Aur system with the observational data
and constrain basic parameters of the disc and envelope. It would be mathematically more correct to
compare the interferometric data with the model results in the uv-plane in order to avoid the highly
non-linear deconvolution procedure (see, e.g. Guilloteau and Dutrey, 1998), but this is only mean-
ingful for low-noise data, when model parameters can be determined with a high accuracy, e.g., by
utilising chi-square minimisation. However, I follow a more illustrative way and face the synthesised
HCO+(1-0) interferometric map directly with the observed line profiles. Another limiting factor for
the numerical simulations is the computational time. Typically, it takes about 10–30 minutes to gener-
ate one synthetic single-dish spectrum and ∼ 2 days to synthesise the entire interferometric map with
a 2.4 GHz Pentium IV machine. Together with chemical and non-LTE line radiative transfer calcu-
lations, a total computational time for one modelling run can be as long as about 3 days. Therefore,
a full χ2-minimisation in the space of all parameters to be constrained is not feasible for the adopted
approach, and one has to estimate these values and their uncertainties with a more robust analysis.

This analysis is based on the a priori unknown fact that many model parameters can be con-
strained independently from the others in a subsequent way (“step-by-step”), starting from suitable
initial guesses. The most optimal search strategy for the best-fit values of the model parameters was
elaborated after several attempts, and is given below. First, I use the first-order estimates for the
AB Aur disc orientation and determine more precisely the value of the disc inclination by fitting the
width of the central HCO+(1-0) spectrum in the interferometric map. Next, with this best-fit value
I derive the disc positional angle by fitting the asymmetry of the observed line profiles out of the
map centre. After the best-fit disc orientation is found, I investigate how the radial gradient of the
normalised synthetic line intensities depends on the assumed disc radius and choose accordingly the
best-fit value of the disc size. Finally, the derived disc orientation and radius allow to constrain the
total disc mass because this value defines the absolute intensities of the modelled HCO+(1-0) lines
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Figure 5.7. The algorithm of the applied modelling approach.

in the interferometric map. The uncertainties of the best-fit disc parameters are found by the same
iterative way.

Consequently, I constrain temperature, density structure, and mass of the inner shielded part of
the AB Aur envelope using the best-fit disc orientation and radius. First, I determine the temperature
of the envelope and its uncertainty by modelling the intensity of the optically thick CO(2-1) line
(see Section 5.3.2). Second, with the best-fit envelope temperature, I iteratively find the value of the
radial density gradient, initial density at the envelope inner radius, and their uncertainties by fitting
the observed single-dish HCO+(1-0), HCO+(3-2), C18O(2-1) and CS(2-1) spectra.

The entire modelling approach is schematically shown in Fig. 5.7.

5.5.1 Interferometric HCO+(1-0) map

I present the results for the best-fit model of the AB Aur disc, was found after approximately 15
subsequent iteration.

The simulated and observed interferometric HCO+(1-0) maps are compared in Fig. 5.8. As can
be clearly seen, intensities and widths of the synthetic spectra match well the observed values, Tmb ∼
0.1 K and ∆Vobs ≈ 2.3 km s−1. Moreover, the synthesised line profiles in general follow the shape of
the observed spectra in the entire interferometric map. This proofs again that the Keplerian law is a
reasonable choice for the disc global velocity field. One has to keep in mind that even if the actual
velocity field of the AB Aur disc differs from the Keplerian rotation, it will fit the data due to the lack
of spatial resolution.

The low intensities of the observed interferometric spectra, Tmb ∼ 0.1 K, suggest that the HCO+(1-
0) line is optically thin. Given a typical excitation temperature in the disc for this transition, Tex ∼
100 K (see Fig. 5.6, lower left panel), the optical depth of HCO+(1-0) can be roughly estimated as
τ ∼ Tmb/Tex ≈ 10−3, exactly the value I have found in Section 5.4.1.

The double-peaked shape of the synthetic line profiles and their asymmetry are the result of the
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Figure 5.8. Synthetic (thick line) and observed (thin line) HCO+(1-0) interferometric spectra of the AB
Aur disc are compared. The vertical (Dec) and horizontal (RA) axes are offsets in arcseconds from the disc
centre (standard “N–E” observational orientation). To produce every synthetic spectrum, I convolve it with
the Gaussian beam of 5.87′′. The intensity of all spectra spans the same [−0.12 K, 0.195 K] range expressed
in units of the main beam temperature (see Table 5.5). The size of the adopted disc model is depicted by a
solid circle, while the projection of the disc rotational axis on the plane of the sky is shown by a straight line.
The best-fit values of the inclination (ι = 17◦) and positional (φ = 80◦) angles are indicated in the lower left
corner of the plot.

Gaussian convolution with the 5.87′′ beam over the inclined disc of a similar size (see Table 5.3).
Every HCO+(1-0) spectrum is a beam-weighted average of the emission generated in various disc
regions which have a broad velocity range (from negative to positive values in respect to the system
velocity). The central spectrum in the interferometric map has a symmetric profile because disc
locations with various velocities contribute equally to the formation of this line. Similarly, all spectra
located along the projection of the disc rotational axis on the plane of the sky (zero-velocity line,
V = Vlsr) are also symmetric (compare the line profiles near the straight line and in the perpendicular
direction in Fig. 5.8). All other spectra have asymmetric line profiles due to the beam weighting over
the disc parts that have a lack of either blueshifted or redshifted emission components. The contrast
between the left and right intensity peaks of the HCO+(1-0) lines depends on the orientation of the
beam in respect to the zero-velocity line and is maximal in perpendicular direction.

The convolution with a beam size comparable to the size of the adopted disc model leads to the
non-zero HCO+(1-0) intensities beyond the disc outer edge (depicted by circle in Fig. 5.8). It is worth
to mention here that the convolution with a beam size that is several times smaller than the disc would
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produce a synthetic map of the narrow single-peaked spectra with different velocity shifts in different
disc parts, |∆V | ∝ r−0.5.

Note that there is a region in the interfero-
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Figure 5.9. Normalised single-dish IRAM spectrum
(thin line) of the HCO+(1-0) emission in comparison
with the average HCO+(1-0) interferometric spec-
trum (thick line) obtained with PdBI. In the former
case, the intensity of the spectrum has been scaled
down by the square of the IRAM HCO+(1-0) beam
size of 29′′, while in the latter case the intensity has
been averaged over a total of 12×13 (1′′×1′′) various
interferometric HCO+(1-0) PdBI spectra.

metric map out of the disc (x ∼ −4′′, y ∼ 2′′),
where the observed HCO+(1-0) lines have a pe-
culiar shape, which is far from the modelled one
(upper right corner in Fig. 5.8). This shape has a
∼ −0.1 K absorption feature with about 2 km s−1

offset from the system velocity Vlsr and a ∼ 0.2 K
emission peak centred at Vlsr, closely resembling
an inverse P Cygni profile. It has been checked
that the profiles of these “emission-absorption”
spectra are stable to the data reduction with var-
ious CLEANing parameters and weightings. As
I mentioned in Section 5.2.2, the detected HCO+(1-
0) continuum is low, which contradicts with the
absolute intensity of the absorption peak. Thus,
the absorption peak is not real and likely appeared
due to the highly non-linear deconvolution of a
low signal-to-noise signal. However, the strength,
width, and position of the central peak is consis-
tent with the emission arising in low-velocity en-
velope regions. Moreover, the peculiarity in the
observed profiles is only seen in a part of the full interferometric map.

The presence of a small dense structure in the disc outer region or nearby envelope could be
responsible for the appearance of such emission-absorption spectra in the deconvolved interferometric
map. Why this structure has to be small and dense can be easily explained: its small (<∼ 2′′) angular
extent is a necessary condition to produce the peculiar profiles in a limited area of the whole 12′′ ×
13′′ spectral map only, while a high density contrast is needed for the interferometer to “see” the
presence of such an inhomogeneity. Interestingly, Fukagawa et al. (2004) have resolved the AB Aur
system using the Subaru Coronographic Imager and Adaptive Optics at near-infrared wavelengths
and discovered a few spiral arms and a knotty structure associated with a circular inhomogeneous
structure of ∼ 580 AU radius (see Figs. 2–3 therein). Thus, it is likely that one of these local and
compact structures with enhanced density has been detected during the PdBI observational campaign.

The fact that the interferometer probes only dense and compact matter is illustrated in Fig. 5.9,
where I compare the observed beam-normalised HCO+(1-0) IRAM 30-m and averaged PdBI spectra.
The IRAM line profile is narrow, ≈ 1 km s−1 and single-peaked, while the PdBI spectrum is about
4 km s−1 wide and has a double-peaked shape. Furthermore, their normalised intensities differ by a
factor of 2. The reason for such a difference in the observed spectra is that the IRAM 30-m antenna
has a 29′′ beam for the HCO+(1-0) transition, covers large spatial scales, and therefore is not capable
in detecting the emission from the small AB Aur disc due to the huge beam dilution. Instead, the
HCO+(1-0) emission from the surrounding envelope is only observed. Contrary, the ≈ 5′′ PdBI beam
is sensitive to small spatial scales and thus does not “feel” the emission that comes from the low-
density and extended envelope.
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Figure 5.10. Observed (thin line) and synthesised (thick line) HCO+(1-0) spectra at the centre of the inter-
ferometric map. Three different cases are shown, namely, the inclination angle 10◦ (left panel), 15◦ (middle),
and 20◦ (right panel). The observed line profile is consistent with a value of the inclination angle between 15◦

and 20◦.

5.5.1.1 Disc orientation

First, the disc inclination angle ι is determined by comparing the observed HCO+(1-0) line profile at
the centre of the interferometric map with the corresponding synthetic spectrum. The modelled central
line has a symmetric double-peaked profile independent of the actual value of the disc positional angle
(see Fig. 5.8, x = 0, y = 0). However, the line width and intensity do depend on the assumed value
of the inclination angle, as shown in Fig. 5.10. It can be clearly seen that a 10◦ inclination of the
disc results in a too narrow (≈ 1 km s−1) modelled spectrum compared with the observed 2.2 km s−1

line width (Fig. 5.10, left panel). On the other hand, the disc inclined by ι = 20◦ produces a slightly
broader spectrum than observed (Fig. 5.10, right panel). Thus, the disc inclination angle has the best-
fit value somewhere between these two limits, ι ≈ 15◦ (middle panel in the Figure). I take 17◦ as
the best-fit inclination angle of the AB Aur disc. Note that a similar approach to constrain the disc
inclination was recently presented by Qi et al. (2004), who applied it for the TW Hya disc based on
the SMA observations in the CO(2-1) and CO(3-2) lines.

The accuracy of this value is mainly determined by the uncertainty in stellar mass and by the radial
gradient of the disc surface density, whereas other model parameters play a minor role.

The width of the modelled central HCO+(1-0) line for a fixed value of the disc inclination angle
and density gradient varies as

√
M∗ (Keplerian law). I consider two values of the stellar mass, M∗ =

2.0M and M∗ = 3.0M, and find that for the low-mass limit of 2.0M the best-fit disc inclination is 19◦,
while for the 3.0M star this value is about 14◦.5. In addition, I use two disc models with shallower
surface density profiles, namely, p = −3/2 (minimum-mass solar nebula) and p = 0 (uniform disc). In
this case, the HCO+ column densities peak at larger radii than for the reference model with p = −5/2.
However, I regain that such a modification does not lead to a significant spread in the derived best-fit
inclination angle. For the uniform disc model the best-fit value is ι = 23◦, whereas for the minimum-
mass solar nebula it is 19◦. Taking into account all these uncertainty factors, I estimate that the AB
Aur disc is inclined by 17+6

−3
◦.

The value of the disc positional angle is constrained in a similar way. In Section 5.2.2 the first-
order observational estimate of φ ∼ 90◦ has obtained. In order to determine it better, I use the best-fit
inclination angle and consider three different values of the positional angle: φ = 40◦, 80◦, and 120◦.
The resulting modelled spectra are compared with the observational data at off-central positions of
the interferometric map in Fig. 5.11.

The most noteworthy changes in the synthetic HCO+(1-0) lines are seen in two spectra at x = 2′′,
y = −2′′ (S1) and x = 2′′, y = 1′′ (S2). The disc positional angle φ = 40◦ can be essentially ruled
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Figure 5.11. Comparison between the observed (thin line) and synthetic (thick line) HCO+(1-0) spectra for
a part of the whole interferometric map outside of the disc centre. The inclination angle is fixed, ι = 17◦,
whereas three different values of the positional angle are considered: φ = 40◦ (left panel), φ = 80◦ (middle),
and φ = 120◦ (right panel). The overall comparison of the acquired and modelled line profiles favours to a
value of the disc positional angle between 60◦ and 120◦.

out because the asymmetry of the observed S1 profile is not properly fitted with this model. Contrary,
with φ = 120◦ it is not possible to explain the observed shape of the S2 spectrum. Finally, the best
fit to the asymmetry of the observed line profiles is obtained with the disc positional angle of 80◦.
However, this value cannot be constrained as accurately as the disc inclination angle since the noisy
observational data can be fitted equally well with any other positional angle between 60◦ and 100◦.
Therefore, the best-fit value of the disc positional angle is φ = 80 ± 30◦ .

The derived orientation of the AB Aur disc, ι = 17+6
−3
◦ and φ = 80 ± 30◦, is in reasonable agree-

ment with the recent high-resolution NIR observations of Eisner et al. (2003), who have successfully
reproduced the interferometric visibilities with uniform disc (ι = 26+10

−19
◦, φ = 128+30

−45
◦), accretion disc

(ι = 27+13
−17
◦, φ = 105+34

−20
◦), and ring (ι = 28+10

−18
◦, φ = 144+17

−51
◦) models. It is also consistent with the disc

inclination of 30 ± 5◦ and positional angle φ = 58 ± 5◦ determined by Fukagawa et al. (2004) using
isophoto fitting of the Subaru coronographic NIR image.

However, a nearly edge-on 76◦ inclination angle has been derived by Mannings and Sargent (1997)
from the analysis of the mid-resolution ∼ 5′′ interferometric image of the AB Aur system obtained
with the OVRO array in the 13CO(1-0) line. In many later studies aimed at the modelling of the
AB Aur SED this value of the disc inclination has been adopted to constrain the model parameters
(see, e.g., Dominik et al., 2003; Miroshnichenko et al., 1999), though Natta et al. (2001) have used a
more correct value of 30◦. In all these studies the SED of the AB Aur system has been successfully
reproduced because the corresponding models possess so large parameter space that a good fit can be
found for any given value of the inclination angle by tuning other parameters.

5.5.1.2 Disc radius and mass

With determined values of the AB Aur disc inclination and positional angles, I continue the step-by-
step analysis and put constraints on the size and mass of this object.

There is no such controversy in the literature regarding the size of the AB Aur disc as in the
case of orientation. The resolved disc radius has been determined as ∼ 400–600 AU (Fukagawa
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et al., 2004; Mannings and Sargent, 1997). I use the value Rdisc
out = 400 AU as an initial guess for the

modelling (see, however, Natta et al., 2001). A disc model of that size successfully reproduces the
radial gradient of the observed HCO+(1-0) intensities (see Fig. 5.8). In addition, I consider a smaller
disc with Rdisc

out = 200 AU and find that this model still provides a reasonable fit to the radial decline of
the observed line intensities, but the width of the synthesised spectra is slightly broader than observed
∆Vobs ≈ 2.3 km s−1. To get the correct line widths, I adopt a smaller inclination angle of 15◦, which
is close to the lower limit of the best-fit disc angle, ι = 17◦ − 3◦ = 14◦. An even smaller 100 AU
disc model shows a too rapid decrease of the calculated intensities with radius and hence is not in
agreement with the data.

I cannot determine an upper limit of the disc size by the same way because the gas in the outer
disc regions is cold and diffuse. As it has shown in Section 5.4.1, the HCO+(1-0) transition is hardly
excited under these conditions; moreover, the HCO+ abundances are low (see Fig. 5.5). As a result,
the synthetic interferometric spectra almost do not change even if I take into account far-distant disc
parts. Thus, as the upper limit I use the largest value of the resolved AB Aur disc, Rdisc

out = 600 AU.
Summarising all these findings, I estimate the best-fit size of the AB Aur circumstellar disc as

Rdisc
out = 400 ± 200 AU.

The best-fit disc model with Rdisc
out = 400 AU and ι = 17◦, which is shown in Fig. 5.8, has a

mass Mdisc = 1.3 · 10−2 M (Table 5.3). To constrain the latter value, I rely on the fact that the absolute
intensities of the calculated HCO+(1-0) spectra are sensitive to the HCO+ abundances and thus column
densities in the disc due to the low optical thickness of this line:

Tmb ∝
∫

beam
< Tex(r) > NHCO+(r)r exp(−(

r
rbeam

)2)dr ∼

< Tex(rmax) > NHCO+(rmax)rmax exp(−(
rmax

rbeam
)2)∆rmax.

(5.3)

Here, < Tex(r) > and NHCO+(r) are the averaged excitation temperature and HCO+ column densities
at a certain radius r, respectively, while the term r exp(−(r/rbeam)2) accounts for convolution with the
Gaussian beam of the radius rbeam. Using the column densities computed in Section 5.3.3.1 and disc
excitation temperatures of the HCO+(1-0) line calculated in Section 5.4.1, I find that expression (5.3)
has a global maximum at rmax ≈ 120 AU (with dispersion ∆rmax ∼ 60 AU) independent of the consid-
ered disc model. Thus, the HCO+ line profiles are mainly determined by the local emission generated
in the disc regions at rmax. Indeed, the width of the observed spectra can be calculated by the following
equation:

∆Vobs ≈ 2VKepl(120 AU) sin(ι) = 2 · 4.2 km s−1 · sin(17◦) = 2.47 km s−1, (5.4)

which is close to the actual value of ≈ 2.3 km s−1.
I find that for 10 times more/less massive discs the modelled HCO+(1-0) interferometric lines are

7/4.5 times more/less intense than in the case of the best-fit model with Mdisc = 1.3 ·10−2 M (reference
model). At first glance, it seems that the value of the disc mass can be accurately determined since
the intensity of the resulting spectra sensitively depends on this parameter. However, the observed
HCO+(1-0) flux suffers from the calibration errors that are >∼ 10%. Furthermore, the distance toward
AB Aur is derived with ∼ 15% uncertainty (see Table 5.2), and hence the flux is uncertain by addi-
tional 30%. Thus, the intrinsic uncertainty of the observed line intensities is >∼ 40%. Consequently,
it results in a factor of ∼ 3 uncertainty in the best-fit value of the disc mass. Nonetheless, the spread
in Mdisc is mostly defined by the uncertainties in those parameters of the model which strongly affect
the resulting abundances of HCO+ (see discussion in Section 5.3.3.1) and thus the intensity of the
synthesised spectra (Eq. 5.3).
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Above all, the disc mass depends on the assumed gas-to-dust ratio because this parameter regulates
the total amount of HCO+ in the disc at large radii, r >∼ 100 AU (see Fig. 5.5). It is found that for
the ratio mgd = 1000 the simulated HCO+(1-0) interferometric lines have intensities Tmb ∼ 0.047 K,
which is 2.1 times lower than observed. Contrary, the model with low gas-to-dust ratio, mgd = 10,
produces 4 times more intense lines than the observed spectra with Tmb ∼ 0.1–0.2 K. Thus, such
unrealistically high variation of the gas-to-dust ratio introduces a factor of 5 uncertainty in the best-fit
disc mass Mdisc = 1.3 · 10−2 M. Moreover, I realise that it also affects the disc inclination angle in a
sense that the disc model with mgd = 10 requires ι = 19◦ to fit the widths of the observed HCO+(1-0)
line profiles, while for the case of mgd = 1000 it is 15◦, which is still within the proposed range of
the disc inclination angle, ι ∈ [14◦, 23◦]. Similarly to the case of high gas-to-dust ratio mgd = 1000,
the disc model with large 1µm grains shows ≈ 2 times less intense spectra than the intensity of the
acquired HCO+(1-0) lines. To compensate for this decrease of the modelled line intensity, the disc
mass has to be increased by a factor of 5 in respect to the reference value.

The next most important parameter determining the disc mass is the factor of ∼ 2 uncertainty of
the computed HCO+ abundances. In this case, the intensities of the synthetic lines vary by a factor
of ∼ 2.4–3.5 compared with the observed values Tmb <∼ 0.2 K. Therefore, for the model with 2
times increased abundances of HCO+ the corresponding disc mass is only 20% of the standard value
Mdisc = 1.3 · 10−2 M, whereas for the case of the 2 times lowered HCO+ abundances the disc mass is
1.8 times higher than for the reference model.

The parameters of the disc model that influence the evaluation of the disc mass to a smaller extent
are the size and density distribution. The uniform disc model with the radial gradient of the surface
density p = 0 and mass 1.3 · 10−2 M results in 1.2 times higher intensity of the modelled spectra in
comparison with the observed line profiles. Consequently, the relevant disc mass constitutes 70% of
the mass of the standard model. In contrast, the model with the reduced outer radius Rdisc

out = 200 AU
produces synthetic lines of 1.5 times lower intensity than the observed value of <∼ 0.2 K. In this case,
the best-fit mass of the disc is 50% higher than the reference value of 1.3 · 10−2 M.

All considered model configurations and corresponding estimates of the AB Aur disc mass are
summarised in Table 5.6.

Overall, I constrain the AB Aur disc mass to Mdisc ∼ 1.3 · 10−2M with a factor of 7 uncertainty.
This best-fit value is in agreement with Mdisc = 2.1±0.9 ·10−2M determined by Thi et al. (2001) from
the 1.3mm flux, assuming dust opacities κ1.3mm = 0.01 cm2 g−1 and a gas-to-dust ratio of 100 (see also
Mannings and Sargent, 1997).

5.5.2 Single-dish data

5.5.2.1 Temperature of the envelope

As I have shown in Section 5.4.1, the observed single-dish CO(2-1) line is optically thick and ther-
malised, Tex ∼ Tkin. Therefore, the intensity of the CO(2-1) synthetic spectrum depends on the as-
sumed value of the envelope temperature and does not depend much on the adopted density structure.
I use this fact and consider a grid of the envelope models with various kinetic temperatures within the
proposed initial range of T = 20–40 K. In Fig. 5.12, I show the synthetic CO(2-1) line profiles calcu-
lated for three different envelope temperatures, namely, Tkin = 15 K (left panel), Tkin = 25 K (middle
panel), and Tkin = 37 K (right panel). As can be clearly seen, the observed and modelled CO(2-1)
line intensities are nearly the same only in the latter case, whereas for temperatures T <∼ 35 K the
computed line intensities are too low. Therefore, the value of 35 K is used in further modelling. The
∼ 40% uncertainty of the best-fit envelope temperature comes from the calibration error of the ob-
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Table 5.6. Disc mass as a function of model parameters

Parameter Symbol Value Disc massa

Gas-to-dust ratio mgd 10 0.2

Gas-to-dust ratio mgd 1000 5.0

Grain radius adisc 1µm 5.0

HCO+ intensities Tmb <∼ 0.14 K 0.3

HCO+ intensities Tmb <∼ 0.3 K 2.1

HCO+ abundances 2 of standard 0.21

HCO+ abundances 0.5 of standard 1.8

Surface density profile p 0 0.7

Outer radius Rdisc
out 400 AU 1.5

aDisc masses are given in units of the best-fit mass Mdisc = 1.3 ·
10−2M.

served CO(2-1) flux and the distance uncertainty. Finally, I constrain the best-fit temperature of the
inner AB Aur envelope to Tenv = 35 ± 14 K.

In Fig. 5.13, I investigate what the relative contributions of the CO(2-1) emission generated by
the disc and envelope on the resulting line profile are. The modelled disc emission shows extremely
low intensity Tmb ≈ 2 K compared with the observed value of 24 K, though the width of the synthetic
spectrum is consistent with the observed ≈ 2 km s−1 width (left panel). In contrast, the CO(2-1)
emission from the envelope has a nearly correct intensity of 21 K, but a too narrow width of 1 km s−1

due to low infall velocities adopted in the model, V(r) ∼ 0.1 km s−1 (see the middle panel in the
Figure). The combination of both these models, the so-called “disc-in-envelope” model, results in
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Figure 5.12. Observed (thin line) and synthetic (thick line) single-dish CO(2-1) spectra are compared for
three different envelope models. From the left to right panel, the models with a fixed density distribution but
different temperature of 15 K, 25 K, and 37 K are presented. As can be clearly seen, the observed line intensity
is reproduced only with the latter model. The high intensity (Tmb ≈ 25 K) of the CO(2-1) spectrum suggests
that this emission line is optically thick.
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Figure 5.13. Same as in Fig. 5.12 but for three different models. In the left panel, I present the case where
only the disc model has been used in the line radiative transfer calculations, whereas in the middle panel the
result for the envelope model is shown. Finally, the combination of these two cases (disc-in-envelope model)
is shown in the right panel.

the synthesised CO(2-1) profile with the correct intensity but still too narrow width at signal levels
Tmb ∼ 5–10 K (right panel in Fig. 5.13). As discussed in Section 5.2.1, emission arising in moving
gas clouds along the line of sight to AB Aur may contaminate the observed CO(2-1) line profile. The
chemical stability of CO molecules to dissociative UV radiation and low critical density to excite the
2-1 rotational transition support this suggestion. Recently, Roberge et al. (2001) have studied with
HST and FUSE the properties of H2 and CO gases toward AB Aur. They have estimated a CO column
density of NCO = 7.1±0.5·1013 cm−2, and found that the value of the CO velocity is consistent with the
velocity of the star. Thus, this gas is indeed most likely associated with the nearby remnant envelope.

5.5.2.2 Density structure of the envelope

Using the best-fit envelope temperature Tenv = 35 K, I simulate the chemical evolution and line
radiative transfer for a grid of the envelope and disc-in-envelope models with various initial densities
ρ0 and density profiles within the range p ∈ [−2, 0]. Then, the mass of the shadowed part of the AB
Aur inner envelope can be calculated:

Msh
env = 4π

θ

90◦
ρ0r3

0
((r1/r0)p+3 − 1)

p + 3
, (5.5)

where θ = 25◦ is the shadowing angle of the envelope (see Table 5.4), and r0 and r1 are the inner and
outer envelope radii, respectively.

First, the intensity of the synthetic HCO+(1-0) line is used as a criterion to determine whether the
current guess of the initial envelope density ρ0 (and thus the envelope mass Msh

env) is appropriate or
not because the observed HCO+(1-0) emission almost entirely comes from the AB Aur envelope (see
discussion in Section 5.4.1). The low optical thickness of HCO+(1-0) implies that the corresponding
calculated intensity is related to the HCO+ abundances and can be easily scaled up and down by
adjusting the mass of the envelope model until the observed intensity Tmb = 0.55 K is reached.

Second, with the updated envelope model that fits the observed HCO+(1-0) line intensity, I verify
whether the radial density gradient of this model is appropriate or not by comparing the observed
and modelled HCO+(3-2) to HCO+(1-0) intensity ratios as well as the line profiles of C18O(2-1),
CS(2-1), and CS(5-4). The radial gradient of the infall velocity is calculated from the value of the
density gradient as −2− p, while the initial infall velocity is determined from the observed line widths,
Venv(r0) ∼ 0.2 km s−1.
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Iterating these two steps of the modelling about 15 times, the final best-fit model of the AB Aur
inner (r <∼ 2 200 AU) envelope is obtained with the radial density profile p = −1 and thus infall
velocity law Venv(r) = 0.2 · (r/400AU)−1 km s−1, initial density ρ0 = 9.4 · 10−19 g cm−3 (n0 ≈ 3.9 ·
105 cm−3), and mass Msh

env = 4 · 10−3M (see Table 5.4).
The corresponding synthetic spectra are compared with the observed line profiles in Fig. 5.14. As

can be clearly seen, intensities and widths of the synthesised and observed HCO+(1-0), C18O(2-1), and
CS(2-1) lines are perfectly matched in the case of the envelope (middle panels) and disc-in-envelope
(right panels) models, whereas the contribution from the disc in the resulting spectra is negligible (left
panels). In contrast, the observed HCO+(3-2) emission comes partly from the AB Aur disc and partly
from the surrounding envelope, therefore a reasonable fit to this line is only produced by the full disc-
in-envelope model (see second row of plots in the Figure). Particularly, the broad ∼ 2 km s−1 width of
the observed HCO+(3-2) spectrum is not possible to explain without accounting for the emission from
the AB Aur disc. Still, the synthetic HCO+(3-2) spectrum peaks at about 1 km s−1 higher velocity than
the observed emission from the AB Aur envelope, which cannot be explained in the framework of the
applied model. A possible explanation for this inconsistency can be the large-scale inhomogeneity of
the interior part of the AB Aur system (for more detail, see Pietu et al., 2005).

The uncertainties of the derived parameters are estimated as follows. I adopt the factor of 7
uncertainty for the best-fit value of the envelope mass and initial density at the inner envelope edge
based on the results of a similar investigation performed for the AB Aur disc model (see extensive
discussion in the previous section). The uncertainty of the determined radial density profile p = −1.0
is found to be ±0.3. This is because an envelope model with p = 0 show ∼ 2 and 3 times lower
intensities of the synthetic C18O(2-1) and CS(2-1) lines than the observed values of 1.1 K and 0.11 K,
respectively. For a model with p = −1.5, the intensity of the calculated HCO+(3-2) spectrum is about
1.5 times higher than the observed value Tmb ≈ 0.9 K.

Note that in framework of the adopted model of the AB Aur system it is not possible to fit the
observed CS(5-4) line profile since the intensity of the synthesised CS(5-4) spectrum is essentially
zero. This line is excited at high densities, ncr >∼ 106–107 cm−3, which are reached only in inner
dense disc regions at r <∼ 150 AU (see Fig. 5.4, right panel). Therefore, the intensity of the modelled
CS(5-4) line becomes extremely low after the convolution with the 9′′ (∼ 1000 AU) IRAM beam.
Consequently, a necessary requirement for a model of the AB Aur system to reproduce the observed
CS(5-4) line intensity would be the presence of high-density clumps at >∼ 100-200 AU distance from
the central star.

I find that the intensity, width, and line profile of CS(5-4) can be reproduced with a 5 times more
massive model of the AB Aur envelope than the best-fit one. However, in this case all other modelled
single-dish lines differ substantially from the observed spectra. Therefore, I tried to match all single-
dish data simultaneously with a clumpy envelope model. This is possible only in one case: clumps that
homogeneously fill 3% of the entire 10′′ IRAM CS(5-4) beam and have about 150 times higher density
than the surrounding medium, n ∼ 5 · 107 cm−3. The total mass of these clumps is approximately
equal to the mass of the best-fit envelope model, Mclumps ≈ 4 · 10−3M, and consequently the mass
of the clumpy envelope model is twice that of the reference best-fit model. The applicability of this
clumpy envelope model cannot be thoroughly verified with the adopted 2D approach and requires full
3D treatment, which is beyond the scope of the present work.

The density distribution and mass of the best-fit model of the AB Aur envelope are consistent
with the values derived by Elia et al. (2004) from the modelling of the SED: p = −1.4, ρ0 ≈ 1.6 ·
10−18 g cm−3 at r = 400 AU, and Menv within r ∈ [400 AU, 2 200 AU] of about 2 · 10−2M. There
is almost no difference between initial densities for both models, the radial density profiles are also
similar, but the envelope masses differ by a factor of 5. This is because I focus on the shadowed part
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of the inner envelope part, which contains only 25◦/90◦ ≈ 28% of the volume of the full sphere. If
one takes into account 28% of the total envelope mass determined by Elia et al., the resulting value is
5.5 · 10−3M, which is close to the 4 · 10−3M mass of the best-fit model.

Similarly, Fuente et al. (2002) have estimated the mass of the AB Aur envelope within 0.08 pc
as 1M and obtained a density profile of −2 < p < −1. These values can be translated to the initial
density at r = 400 AU and mass of the shielded inner part of the envelope: ρ0 ≈ 1.3 · 10−18 g cm−3

and Msh
env ≈ 6.8 · 10−3M for p = −1 and ρ0 ≈ 3.7 · 10−17 g cm−3 and Msh

env ≈ 5.4 · 10−2M for p = −2,
respectively. The mass and initial density of the best-fit envelope model (ρ0 = 9.4 · 10−19 g cm−3 and
Msh

env = 4 · 10−3M) are close to the values of Fuente et al. for the case of p = −1, while the steeper
density gradient p = −2 requires about a 10 times more massive envelope model to match the AB Aur
SED.

Finally, Miroshnichenko et al. (1999) have found by the modelling of the AB Aur SED with a
disc-in-envelope model the total mass of the envelope to be Menv ∼ 0.03M. Again, it can be translated
to the value of ∼ 5 · 10−4M for the inner shadowed part, which is ∼ 10 times lower than in my case.
Such a low value of the envelope mass is due to the uniform density distribution (p = 0) at r >∼ 120 AU
they have applied in the calculations. This density profile is shallower compared to the other studies
mentioned above and my best-fit model, which leads to the strongly underestimated mass of the AB
Aur envelope.

Since I focus on the shadowed and inner region of the AB Aur envelope, it is difficult to calculate
accurately the total mass of the envelope with my model. The mass of the two unshielded lobes can be
roughly estimated from the value of the observed extinction toward AB Aur, AV <∼ 0.5 mag. For the
best-fit model of the shadowed part, the visual extinction is maximal in radial direction, Ash

V = 2.5 mag,
which is about 5 times higher than for the unshielded region. If one assumes that this difference stems
entirely from the density contrast between the shadowed and unshielded envelope parts and their
radial density profiles and dust grain properties are the same, than the total envelope mass between
400 AU and 2 200 AU is

Menv ∼ (1 +
AV

Ash
V

90◦ − θ
θ

) Msh
env, (5.6)

where θ = 25◦ is the shadowing angle, AV <∼ 0.5 mag, Ash
V = 2.5 mag, and Msh

env = 4·10−3M. According
to this expression, the total mass of the AB Aur inner (r <∼ 2 200 AU) envelope is Menv ∼ 6 · 10−3M.
Moreover, assuming that the best-fit density profile of the inner envelope model is also appropriate at
larger distances until the cloud outer border at 35 000 AU, I calculate the mass of the entire AB Aur
envelope, Menv ≈ 1M, which is exactly the value measured by Fuente et al. (2002).

The parameters of the density structure and mass of the envelope models considered above are
summarised in Table 5.7.

5.5.3 Evolutionary status of the AB Aur system

In this Section, I discuss the evolutionary nature of the AB Aur system using the results of the mod-
elling.

With the reconstructed best-fit velocity profile of the AB Aur envelope (see Table 5.4), one can
estimate independently the mass accretion rate in this system:

Ṁacc = 3.16 · 107 ρ0 Venv(r0) 4π
θ

90◦
r2

0, (5.7)

where ρ0 = 9.4 · 10−19 g cm−3 is the initial density at the disc outer edge r0 = 400 AU and θ = 25◦ is
the shadowing angle. According to this expression, the mass accretion rate from the AB Aur envelope
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Table 5.7. Comparison of the AB Aur envelope models

Study Initial density at Density Massa Total mass

400 AU, g cm−3 profile M M

(1) 2.3 · 10−20 0 5 · 10−4 1.6 · 10−3

(2) 9.4 · 10−19 -1 4 · 10−3 6 · 10−3

(3) 1.3 · 10−18 -1 6.8 · 10−3 2.5 · 10−2

(4) 1.6 · 10−18 -1.4 5.6 · 10−3 2 · 10−2

(3) 3.7 · 10−17 -2 5.4 · 10−2 2 · 10−1

aMass of the shadowed (≈ 28% by volume) part of the enve-
lope between 400 AU and 2 200 AU.

References. — (1) Miroshnichenko et al. 1999; (2) This work;
(3) Fuente et al. 2002; (4) Elia et al. 2004

onto the disc is Ṁacc ≈ 4 · 10−8M yr−1. This value is close to the measured mass accretion onto the
central star, Ṁacc ∼ 10−8M yr−1 (see, e.g., Grady et al., 1996).

If one assumes that the mass rate is constant with time and due to the viscous evolution of the disc
only, then dispersal timescale for the AB Aur disc is τdisc ∼ Mdisc/Ṁacc ∼ 0.3 Myr, which is too short
in comparison with the ∼ 4 Myr age of AB Aur. Thus, accretion from the envelope should play a
major role in the evolution of the AB Aur system as a whole. The lifetime of the entire ∼ 35 000 AU
envelope can be roughly estimated from the same principles, τenv ∼ Menv/Ṁacc ≈ 1M/4 · 10−8M yr−1,
which gives evolutionary timescale of about 25 Myr. Therefore, I conclude that the AB Aur system
will remain a Class II object for the next few million years.

However, if the mass accretion in the disc steadily decreases with time and the AB Aur system is in
general younger, t ∼ 2 Myr, the timescale for the disc viscous evolution can become comparable with
the age of the system. In this case, the disc may not be relaxed to the Keplerian state yet, implying
different rotational profile than classical V(r) ∝ r−1/2. Too short time for the viscous spreading of
the disc matter may also result in a globally irregular disc structure, being an “imprint” of the earlier,
more active and non-steady accretion phase (for explanation, see Pietu et al., 2005).

The estimated timescale for dispersal of the AB Aur envelope is in sharp contrast to the free-fall
time from the envelope outer edge at 35 000 AU on the central star, τff =

√
3π/32Gρ ≈ 0.3 Myr.

Thus, contraction of the envelope is not free-fall and regulated by additional force(s) acting against
gravitation, like thermal pressure, rotation, turbulence, or magnetic field.

The suggestion that the AB Aur envelope fully rotates can be essentially ruled out given the
fact that the widths of the observed single-dish lines are narrow, <∼ 1 km s−1. Indeed, it is found
that the model with only 20% of the Keplerian rotation representing the regular velocity field in the
envelope produces broader synthetic single-dish lines than observed. On the other hand, conservation
and redistribution of initial angular momentum of the natal cloud out of which the AB Aur system has
been formed should end up in a rotating flattened configuration (see, e.g., Larson, 2003, and references
therein). Thus, it explains why the AB Aur envelope is flattened and suggests that the envelope slowly
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rotates, Vrot <∼ 0.1 km s−1, in addition to the infall.
Furthermore, by fitting the line widths with various microturbulent velocities, I find that turbulence

in the envelope should be low, Vturb <∼ 0.2 km s−1, which is smaller than the sound speed, cs ≈
0.4 km s−1. Therefore, these subsonic turbulent motions cannot retard the cloud collapse.

Also, the AB Aur envelope cannot be fully supported against the gravitational contraction by
thermal pressure because it is not spherically symmetric, and cold, T <∼ 35 K. Using the equation of
state of an ideal gas (2.3) and best-fit density profile ρ(r) ∝ r−1, the equation of pressure equilibrium
(2.2) can be rewritten as

kT
µmH

=
GM∗

r
, (5.8)

where k is the Boltzmann constant, µ = 1.44 is the mean molecular weight, mH is the mass of one
hydrogen atom, G is the gravitational constant, M∗ = 2.4M is the stellar mass, and r is the radius. The
left (pressure) part of this expression is equal to the right (gravitational) part only for r >∼ 10 000 AU,
and lower for smaller radii. Consequently, the inner part of the AB Aur envelope is too cold to resist
the gravitation force.

Finally, magnetic pressure can slow the collapse, but only if the envelope matter is well coupled
to the magnetic field. The computed ionisation fraction for the best-fit AB Aur envelope is about
10−8–10−6 and thus the latter requirement is fulfilled.

Therefore, I conclude that slow rotation and magnetic pressure play a major role in the dynamical
evolution of the AB Aur envelope by regulating the speed of the collapse. In turn, it defines the
accretion rate onto the disc and thus its mass and consequently the lifetime of the entire AB Aur
system, t <∼ 25 Myr. Also, these two dynamical factors are responsible for the flattened appearance of
the envelope. Note that the presence of such asymmetric structures around protoplanetary discs has
been predicted by theories of star formation (see, e.g., Larson, 2003) and inferred from observations
(e.g., Hogerheijde, 2003). In a more general sense, these findings support the idea of Armitage et al.
(2003), who have argued that the observed disc lifetimes between 1 and 10 Myr are mostly determined
by the initial mass available for the accretion, but not by the mass of the central star(s).

The instantaneous infall of the envelope matter onto the rotationally supported disc should produce
an accretion shock interface, and likely local density enhancement at the disc outer edge (Velusamy
et al., 2002). Then it is natural to ask whether these disc regions remain stable or not. The gravitational
instability in rotating disc-like configurations is suppressed when the so-called Toomre parameter
exceeds unity (see discussion in Larson, 2003):

Q(r) =
csΩ(r)
πGΣ(r)

, (5.9)

where cs is the sound speed, Ω(r) is the epicyclic velocity at the radius r, G is gravitational constant,
and Σ(r) being the disc surface density.

Applying this equation to three considered disc models that fit the observations, namely, the uni-
form disc (p = 0), minimum-mass solar nebula (p = −3/2), and reference model (p = −5/2), I
find that the corresponding Q-factors at the disc outer boundary r = 400 AU are 0.57, 22, and 300,
respectively. It is likely that these values are smaller because of the density enhancement at the disc
outer edge due to the mass flow from the envelope. Thus, continuous mass feeding of the AB Aur
disc from the surrounding envelope may make it gravitationally unstable. Consequently, the disc will
develop prominent spiral arms trailing around through which the matter from the disc edge will be
rapidly transported inward, to the inner regions (Larson, 2003).

In Sections 5.5.1 and 5.5.2.2 I have claimed that presence of local high-density (clump-like) struc-
tures in the AB Aur system is a necessary requirement to explain the peculiar shape of the HCO+(1-0)
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profiles in a region of the PdBI map and the high ratio of the single-dish IRAM CS(5-4) and CS(2-1)
spectra. This suggestion is supported by the observations of Fukagawa et al. (2004) that reveal the
presence of a few spiral arms and underlying circular inhomogeneous structure in the AB Aur sys-
tem at r <∼ 600 AU. They have also found that these arms are trailing and concluded from similar
arguments that the gravitational instability is caught at work in a protoplanetary disc. Note that spiral
density waves like discussed above can also be produced by tidal interactions between the disc mat-
ter and hidden low-mass (planetary) companion(s). However, Fukagawa et al. have ruled out such
a possibility because otherwise a companion would have been detected. It is worth to mention here
that recently Fromang et al. (2004) have simulated the evolution of magnetised self-gravitating discs
in 2D and 3D showing amazingly similar spiral pattern (see Fig. 5 therein) as has been observed by
Fukagawa et al. (2004).

The continuous replenishment of the AB Aur disc matter by “fresh” material from the envelope
via inward accretion by the spiral arms provides a natural explanation for the observational fact that
the bulk of dust grains in the disc are pristine and closely resemble the ISM dust (see Bouwman
et al., 2001; Meeus et al., 2001), though it can also be due to underestimated youthfulness of this
object. This hypothesis explains why some Herbig systems do not show significant grain evolution
after several million years of the evolution, while other do, but it should be carefully verified by future
observations and modelling.

5.6 Summary and conclusions
The AB Aur system was observed by K. Schreyer at millimetre wavelengths with the IRAM 30-m
antenna and Plateau de Bure array during 2000–2002. Overall, nine different molecular species in a
dozen rotational transitions were detected at low resolutions (10–30′′) using the IRAM telescope: CO,
C18O, CS, HCO+, DCO+, H2CO, HCN, HNC, and SiO. From the measured negative intensity of the
DCO+(2-1) line, I found strong evidence that the AB Aur envelope extends up to at least ∼ 35 000 AU
from the star. In contrast, only the HCO+(1-0) emission from the AB Aur disc has been detected
with PdBI at the modest ∼ 5′′ resolution. The symmetric “butterfly” (two-lobe) appearance of the
intensity-weighted velocity map is indicative of a rotating <∼ 10′′ (<∼ 1 500 AU) disc that is seen close
to face-on with a positional angle of ∼ 90◦. To account for these observational data, I used for the
first time a coherent modelling of the disc and envelope physical structure, chemical evolution, and
radiative transfer in molecular lines.

I modelled the AB Aur disc by the 2D flared passive disc model with vertical temperature gradient
and Keplerian rotation, using the 2D continuum radiative transfer code and observational facts and
theoretical constraints from the literature. To represent the AB Aur envelope, I adopted the infalling
isothermal spherical cloud model with a central region shadowed by the disc and two wide cones trans-
parent to the stellar radiation. For both the disc and envelope models, time-dependent abundances and
column densities of observationally important molecules were calculated for 3 Myr of the evolution
with the gas-grain UMIST 95 chemical network supplied by dust surface reactions, reactions of deu-
terium fractionation, and CO and H2 shielding. After that, the calculated abundances of HCO+, CO,
C18O, and CS molecules were translated to the excitation temperatures of the CO(2-1), C18O(2-1),
HCO+(1-0), HCO+(3-2), CS(2-1), and CS(5-4) transitions by mean of the 2D non-LTE line radiative
transfer code. Finally, with the same code I synthesised the beam-convolved HCO+(1-0) interfero-
metric map and single-dish CO(2-1), C18O(2-1), HCO+(1-0), HCO+(3-2), CS(2-1), and CS(5-4) lines
and compared them directly with the observational data. Iterating this modelling scheme about 30
times (each run took ∼ 3 days on a Pentium IV 2.4GHz PC), I constrained the parameters of the AB
Aur system and their uncertainties by varying the model configurations in a robust step-by-step way.
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Overall success of such an advanced and complicated theoretical approach to explain the obser-
vational data is surprising. The best-fit disc model reproduces the intensities, widths, and profiles
of the observed HCO+(1-0) spectra in the entire interferometric map apart from one corner. There
the line profiles show a fake absorption-emission shape that resembles the inverse P Cygni profile.
I suggest that this can be indirect evidence for a local inhomogeneity (density enhancement) of the
nearby envelope at r >∼ 600 AU.

The constrained parameters of the AB Aur disc are the following. The AB Aur disc is in Keplerian
rotation and inclined by ι = 17+6

−3
◦, whereas its position angle is φ = 80± 30◦. The uncertainties of the

derived inclination angle are mainly caused by the uncertainty of the adopted stellar mass and spread
in the radial gradient of the disc surface density. The radius of the disc is Rout = 400± 200 AU and its
mass is Mdisc = 1.3 · 10−2 M with a factor of ∼ 7 uncertainty. The uncertainty of the constrained mass
is mainly caused by possible variations of the gas-to-dust mass ratio and the size of dust grains in this
object.

The best-fit model of the AB Aur disc and inner shadowed part of the envelope (disc-in-envelope
model) successfully reproduces the intensities, widths, and profiles of the single-dish CO(2-1), C18O(2-
1), HCO+(1-0), HCO+(3-2), and CS(2-1) spectra with the exception of the CS(5-4) data, which can
be fitted only by the model with clumps that have a characteristic density of about 5 · 107 cm−3 and
homogeneously fill 3% of the full 10′′ IRAM beam in the CS(5-4) transition. I found that the large
∼ 2 km s−1 width of the observed CO(2-1) emission cannot be explained by this model alone and
is likely due to contamination by moving gas clouds along the line of sight to AB Aur. The best-
fit envelope model has the mean temperature of about 35 ± 14 K, power-law density distribution
ρ ∝ r−1.0±0.3 with the initial density of 9.4 ·10−19 g cm−3 at 400 AU, mass of the shielded region within
400 < r < 2 200 AU, Msh

env = 4 · 10−3 M, and total mass of about 6 · 10−3 M (the latter three quantities
are uncertain by a factor of ∼ 7). Here, the ±14 K uncertainty of the average envelope temperature is
due to the ∼ 10–15% calibration errors in the observed CO(2-1) flux and a ∼ 15% uncertainty in the
distance to AB Aur.

The many estimated parameters of the AB Aur disc and envelope are in reasonable agreement
with other recent studies, especially those which are based on the (sub-) millimetre observations (e.g.,
Fuente et al., 2002; Pietu et al., 2005; Thi et al., 2001), but disagree with older works based on the
SED modelling (e.g., Miroshnichenko et al., 1999).

Furthermore, the applied step-by-step theoretical approach allowed to account for various ob-
served interferometric and single-dish molecular spectra of AB Aur simultaneously. I conclude that a
comprehensive theoretical modelling of the observed interferometric maps obtained even with modest
resolution offers an unique possibility to constrain the masses, sizes, orientation, and dynamical struc-
ture of young protoplanetary discs in an independent way. The same approach applied to single-dish
spectra is capable in determining average temperature, density, and kinematics of the surrounding
envelopes

Moreover, the best-fit model predicts that the ∼ 10−8M yr−1 mass accretion to be in the AB Aur
system is regulated by steady contraction of the envelope, which is only partly supported by rotation
and magnetic field acting against gravitation. It also gives a rough estimate of a timescale for dispersal
of the entire system, t <∼ 25 Myr. I argued that the continuous mass supply from the infalling envelope
onto the rotating disc produces gravitational instabilities resulting in a spiral disc structure, similar to
that recently observed by Fukagawa et al. (2004) and simulated with a 3D MHD code by Fromang
et al. (2004). I conclude that the continuous replenishment of the AB Aur disc matter by the material
from the surrounding envelope provides a straightforward explanation to the observational fact that
most of the disc grains are pristine and resemble ISM dust particles even after several Myr of the
evolution, which can also be true for other Herbig Ae/Be systems. Another possibility could be that
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AB Aur is merely younger, t ∼ 2 Myr.
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Figure 5.14. Same as in Fig. 5.13 but for the HCO+(1-0) line (top row). In contrast with CO(2-1), this line
is optically thin. This is also true for the HCO+(3-2) spectrum, which is shown in the second row from top.
Note that the HCO+(3-2) emission generated in the disc contributes much more to the resulting line profile
than in the case of the HCO+(1-0) line. The optically thin C18O(2-1) and CS(2-1) lines are depicted in the
third and fourth rows from top, respectively. Overall agreement between the observed and modelled spectra is
only achieved with the disc-in-envelope model (right panels).
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Chapter 6

Conclusions and prospects for the future
In this thesis, I studied the following issues related to the evolution of gas and dust in protoplanetary
discs.

First, I modelled the optical characteristics of dust grains expected to be present in Class II discs,
ranging from classical homogeneous spheres till complex fractal aggregates and composite porous
particles. It was found that the presence of highly absorbing materials, like metallic iron, as well
as porosity, affect the optical behaviour of dust grains to a remarkably large degree, especially at
λ >∼ 100µm. Consequently, it results in various slopes of and a factor of <∼ 10–100 difference in
the computed monochromatic opacities for distinct dust models at (sub-) millimetre wavelengths.
Therefore, I conclude that an order-of-magnitude uncertainty in the opacity value must be always
kept in mind when one estimates the mass of a disc from the measured continuum flux at ≈ 1 mm.

Using these monochromatic values, I calculated the Rosseland and Planck mean dust opacities
and unified it with the mean gas opacities in a opacity table which is appropriate for T ∈ [5, 104] K
and ρ ∈ [10−18, 10−7] g cm−3, and freely available in the Internet: http://www.astro.uni-jena.
de/Laboratory/labindex.html. In addition, I showed that different opacity tables utilised in the
same hydrodynamical model lead to different thermal and density structures of the disc, which should
be taken into account in interpreting the results of disc chemical modelling.

The opacity project attracted attention of many researchers, studying the evolution of accretion
discs. Their feedback was essential to understand what can be done in this area in the coming years.
First, it would be important to extend the dust compositional model to other metallicities, and to
take into account recent advances in our understanding of the cosmic elemental abundances. Then,
much more direct information regarding the dust composition and properties in the Solar system and
interstellar medium, and certainly in planet-forming discs at early stages of the evolution will become
available after completion of the Stardust and particularly Spitzer space missions. Thus, this flow of
new exciting results and data will certainly require an “update” of the current opacity models.

The next problem I have addressed in the thesis was the possibility to reduce the complexity
of chemical networks without loosing accuracy in the time-dependent abundances of pre-selected
molecule(s). To do so, I elaborated a rigorous mathematical algorithm and found that significant
reduction is possible for some observationally and dynamically important species, but only for a fixed
range of physical conditions. This reduction saves computational time and makes the development
a coupled and consistent chemo-dynamical models with mixing processes possible. It is also useful
for analysing the chemical evolution of particular molecules, since smaller networks can be examined
and understood easier than original (larger) ones.

Using this reduction technique, I studied what chemical processes govern the evolution of the
ionisation degree in a protoplanetary disc. From a chemical point of view, the disc can be divided in
three layers. In the dense and opaque disc midplane the relevant chemistry is simple, as the reduced
networks include no more than about 10 species and a similar number of reactions. This is also true
for the heavily irradiated surface layer. In contrast, I found that the chemistry in the intermediate
layer is controlled by stellar X-rays (inner part) and UV-radiation (outer part) and, thus, has the most
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complicated chemistry. In some regions one has to take into account reactions leading to formation
and destruction of carbon chains containing up to 6 carbon atoms, as well as sulphur chemistry, which
results in reduced networks with over hundred species and reactions.

Also, I computed the location and size of the “dead” zone, where accretion is strongly suppressed
due to a too low degree of the fractional ionisation. In many MHD studies of the disc evolution
the value of ionisation degree is calculated with a simple equilibrium approach, which, as I have
demonstrated, is not appropriate everywhere in the disc. It will be extremely important to investigate
how mixing processes (turbulent diffusion, convection, etc.) as well as grain growth and sedimentation
may affect these results and if the disc chemical structure has indeed a “layered” appearance.

Despite the value of fundamental theoretical studies, it is always better to confirm their quality by
comparison with observations. In this respect, I used for the first time a coherent modelling of the
physical structure, chemical evolution, and radiative transfer in molecular lines of the AB Aur system.

The main idea of this study was to determine as many parameters of this system as possible, using
available information from the literature before computing the models in a “step-by-step” way and
compare the results with modelled line data. This approach also allows defining uncertainties of the
model parameters.

First, the AB Aur disc was modelled by the 2D flared passive model with vertical temperature gra-
dient and Keplerian rotation, while the envelope was represented as the infalling isothermal spherical
cloud with a central region shadowed by the disc and two wide cones transparent to the stellar radi-
ation. Second, time-dependent molecular abundances were calculated for 3 Myr with the gas-grain
chemical network. These abundances were translated to the excitation temperatures, and consequently
to the beam-convolved synthetic spectra and a spectral map by the 2D non-LTE line radiative transfer
code. These results were compared with the millimetre data step-by-step, namely, the orientation of
the AB Aur disc was derived first, followed by the disc radius and then its mass, and finally thermal,
kinematic, and then the density structures of the envelope were determined.

Overall, it took about 30 iterations (each required ∼ 3 days) to constrain all the model parameters
and their uncertainties. Given the high number of parameters to be derived and large computational
requirements, it could not be done with a χ2-minimisation technique in the uv-plane.

As a result, the best-fit disc model accurately reproduces the observed HCO+(1-0) interferomet-
ric map apart from one corner, where a local density enhancement likely affects the observational
data. The best-fit envelope model successfully explains the single-dish spectra apart from the CS(5-4)
data, which require the presence of small high-density “clumps” in the model. The fact that the AB
Aur system looks inhomogeneously on various spatial scales is well established by the visual and
especially IR observations.

Therefore, I conclude that from a formal point of view the usual approach to represent a proto-
planetary disc or envelope as a homogeneous structure is not valid here, and one has to deal with the
full 3D modelling.

The reconstructed infall velocity and density structure of the envelope allowed to estimate an
average mass accretion rate in this object, which is close to the measured value. Consequently, the
constrained <∼ 25 Myr lifetime of the AB Aur system is only determined by the initial mass of the
envelope matter available for accretion. I argued that such continuous mass supply may be able to
drive gravitational instabilities in the outer disc, which in turn regulates accretion and produces the
spiral structure, similar to that what has been observed. I conclude that the instantaneous “refinement”
of the disc matter by pristine material from the envelope provides a straightforward explanation to the
observational fact that the dust in the AB Aur system closely resembles the ISM dust. It will be
extremely important to clarify whether the same evolutionary scenario is appropriate for other Herbig
Ae/Be systems as well. Another possibility could be that AB Aur is merely younger, t ∼ 2 Myr.



Chapter 7

Zusammenfassung
In dieser Dissertation habe ich folgende Sachverhalte untersucht, die eng mit Fragen bezüglich der
Entwicklung von Gas und Staub in protoplanetaren Scheiben verbunden sind.

Zunächst habe ich die optischen Eigenschaften von solchen Staubteilchen modelliert, deren Ex-
istenz in zirkumstellaren Scheiben bei sogenannten Klasse–II–Quellen allgemein angenommen wird.
Dies reicht von klassischen homogenen sphärischen Partikeln bis zu komplexen fraktalen Aggregaten
und zusammengesetzten porösen Partikeln. Hierbei zeigte sich, daß durch einen zunehmenden An-
teil an hochabsorbierenden Materialien (wie z.B. metallisches Eisen) oder auch durch Porösität die
optischen Eigenschaften dieser Staubteilchen in einem beträchtlichen Maße beeinflußt werden, ins-
besondere im Wellenlängenbereich λ > 100 µm. Dies führt schließlich zu deutlich unterschiedlichem
Wellenlängenverhalten für die berechneten monochromatischen Opazitäten bei den verschiedenen
Staubmodellen, wobei die Opazitätswerte im (Sub–)Millimeterbereich um einen Faktor <∼ 10 – 100
differieren können.
Ausgehend von diesen monochromatischen Werten habe ich die mittleren Rosseland– und Planck–
Werte für die Staubopazitäten berechnet. Diese Daten habe ich mit mittleren Gas–Opazitäten kom-
biniert und eine Opazitätstabelle erstellt, die für den Temperaturbereich T ∈ [5, 104] K und den
Dichtebereich ρ ∈ [10−18, 10−7] g cm−3 gültig ist. Diese Daten sind frei im Internet verfügbar unter der
Adresse: http://www.astro.uni-jena.de/Laboratory/labindex.html. Weiterhin konnte ich zeigen, daß die
Verwendung verschiedener Opazitätstabellen in (abgesehen davon) identischen hydrodynamischen
Modellen zu unterschiedlichen Temperatur– und Dichte–Strukturen in der modellierten Scheibe führt.
Dies muß bei der Interpretation von Ergebnissen der chemischen Modellierung solcher Scheiben
berücksichtigt werden.

Ein weiteres Problemfeld meiner Dissertation war es, die Möglichkeiten zu untersuchen, wie man
die Komplexität von chemischen Netzwerken reduzieren kann, ohne die Genauigkeit bezüglich der
zeitabhängigen Häufigkeiten vorher ausgewählter Moleküle einzubüßen. Zu diesem Zweck habe ich
einen strengen mathematischen Algorithmus ausgearbeitet, mit dessen Hilfe sich zeigte, daß eine er-
hebliche Reduzierung für einige beobachtungstechnisch sowie dynamisch wichtige Spezies möglich
ist, allerdings nur für jeweils begrenzte Bereiche physikalischer Bedingungen. Unter Zuhilfenahme
dieser gefundenen Reduktionstechniken habe ich die chemischen Prozesse untersucht, welche die
Entwicklung des Ionisationsgrades in einer protoplanetaren Scheibe bestimmen. Vom chemischen
Standpunkt aus gesehen kann die Scheibe in drei Schichten eingeteilt werden. In der dichten und
kaum lichtdurchlässigen Scheiben–Mittelebene ist die relevante Chemie einfach, da die reduzierten
chemischen Netzwerke nicht mehr als zehn Spezies und nur eine ähnliche Anzahl an Reaktionen
enthalten. Zum gleichen Ergebnis komme ich bezüglich der stark vom Zentralstern bestrahlten Ober-
flächenschicht der zirkumstellaren Scheibe. Im Gegensatz dazu fand ich, daß die Chemie in der
Zwischenschicht zwischen Mittelebene und Oberfläche durch stellare Röntgenstrahlung (innerer Teil)
und UV–Strahlung (äußerer Teil) bestimmt wird und deshalb von deutlich komplizierterer Natur ist.
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In einigen Scheibenbereichen müssen zum einen Reaktionen in Betracht gezogen werden, die zur
Ausbildung bzw. Zerstörung von kleinen Kohlenstoff–Ketten mit bis zu sechs Kohlenstoff–Atomen
führen, zum anderen Reaktion im Rahmen der Schwefel–Chemie. Somit ergeben sich reduzierte Net-
zwerke mit über 100 Spezies und Reaktionen.
Ich habe auch die Lage und Größe der sogenannten “toten Zone” berechnet, in welcher die Akkre-
tion von Material stark unterdrückt wird aufgrund eines zu niedrigen Ionisationsgrades. In vielen
magneto–hydrodynamischen (MHD) Studien der Scheibenentwicklung wird der Wert des Ionisation-
sgrades durch einen einfachen Gleichgewichtsansatz berechnet; eine Methode, die, wie ich gezeigt
habe, nicht überall in der Scheibe geeignet ist.

Grundsätzliche theoretische Studien haben ihren eigenen Wert. Trotzdem sollte ihre Güte auch
durch den Vergleich mit Beobachtungsdaten überprüft werden. Hierfür habe ich, zum ersten Mal,
eine Gesamtmodellierung des AB Aur Systems durchgeführt unter Einbeziehung der physikalischen
Struktur, der chemischen Entwicklung und des Strahlungstransportes in Moleküllinien in der AB Aur
Scheibe.
Zunächst wurde AB Aur als passive, aufgeweitete (“flared”) 2D–Scheibe mit vertikalem Temperatur-
gradienten und Kepler–Rotation modelliert. Die umgebende, einfallende, sphärische Hülle wurde
als anfangs isotherm angenommen, wobei eine zentrale Region durch die Scheibe abgeschattet wird,
während zwei weite konusförmige Bereiche senkrecht zur Scheibenebene besser durchlässig für die
stellare Strahlung sind. Im nächsten Schritt wurden zeitabhängige molekulare Häufigkeiten für einen
Zeitabschnitt von 3 Millionen Jahren unter Verwendung eines kombinierten chemischen Netzwerkes
für Gas und Staub berechnet. Diese Häufigkeiten wurden in Anregungstemperaturen übersetzt. Schließ-
lich wurden auf dieser Grundlage (unter Berücksichtigung realer Teleskop–Charakteristika) synthetis-
che Spektren sowie eine Spektralkarte mit Hilfe des 2D–Linien–Strahlungstransport–Programms gewon-
nen. Diese Resultate wurden dann Schritt für Schritt mit Beobachtungsdaten im Millimeter–Bereich
verglichen. Konkret wurde zunächst die Orientierung der AB Aur–Scheibe abgeleitet, dann der
Scheibenradius und die Scheibenmasse. Schließlich wurde die Temperatur– und Dichteverteilung
sowie die kinetische Struktur der Hülle bestimmt. Insgesamt wurden 30 Iterationsschritte benötigt
(jeweils drei Tage pro Iteration), um alle Modellparameter und deren Unsicherheiten deutlich einzu-
schränken. Wegen der hohen Zahl von zu bestimmenden Parametern und entsprechend immensen
Ansprüchen bei deren Berechnung ist eine einfache χ2–Minimierung der Parameter–Unsicherheiten
nicht möglich.
Als Ergebnis der angewandten Iterationstechnik erhielt ich ein Scheibenmodell, welches zu großen
Teilen die existierenden HCO+(1–0)–Interferometrie–Karten reproduzieren kann. In einem Teil der
Karte gibt es Abweichungen zwischen Modell und Beobachtung, was sich auf lokale Verdichtungen
in der realen Scheibe zurückführen läßt. Das am besten angeglichene Hüllenmodell schließlich kann
erfolgreich die mit Einzelteleskopen beobachteten CS(5–4)–Daten erklären, wobei dieses spezielle
Modell die Anwesenheit von kleinen relativ dichten Klumpen innerhalb der Hülle voraussagt. Die
Tatsache, daß das AB Aur–System auf verschiedenen räumlichen Skalen inhomogen aufgebaut er-
scheint, ist durch optische und insbesondere Infrarot–Beobachtungen bestätigt.
Die rekonstruierten Material–Einfallgeschwindigkeiten und Dichtestrukturen der Hülle erlauben es,
eine durchschnittliche Massenakkretionsrate für dieses Objekt anzugeben, welche nahe beim gemesse-
nen Wert ist. Die damit eingegrenzte Lebenszeit des AB Aur Systems von <∼ 25 Millionen Jahren ist
somit nur bestimmt durch die Anfangsmasse des für die Akkretion verfügbaren Hüllenmaterials. Ich
diskutiere im weiteren die Möglichkeit, daß solch ein kontinuierlicher Massenachschub in der Lage
sein kann, gravitative Instabilitäten in der äußeren Scheibe zu erzeugen, was im Gegenzug die Akkre-
tion reguliert und eine Spiralstruktur hervorruft, ähnlich zu den tatsächlich beobachteten Strukturen.
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Ich folgere daraus, daß das unverzügliche Nachfüllen von Scheibenmaterie aus dem weiten Reservoir
noch nicht veränderten Materials aus der Hülle eine gute Erklärung dafür gibt, daß die beobachteten
Staubeigenschaften im AB Aur System recht gut mit denen von interstellarem Staub übereinstimmen.
Für die Zukunft wird es sehr wichtig sein herauszufinden, ob das gleiche Entwicklungsszenarium
auch für andere Herbig Ae/Be–Sterne zutrifft. Eine andere Möglichkeit könnte darin bestehen, daß
das AB Aur–System einfach deutlich jünger ist, nämlich t ∼ 2 Millionen Jahre.
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Appendix A

Scheme to compute the optical constants of
aggregate particles
In this Appendix, I summarise the adopted computational method to calculate the optical constants of
homogeneous aggregates.

A convenient physical quantity characterising how a solid particle interacts with electromagnetic
field is the so-called refractive index (optical constants):

mλ = nλ + kλ · i, (A.1)

where λ is the wavelength of the incident light and kλ ≥ 0 (e.g., Bohren and Huffman, 1983; Voshchin-
nikov, 2004). For a poor conductors (dielectrics) kλ � 1, whereas highly conductive materials, like
iron, have kλ � 1 and nλ ' kλ. Note that vacuum has mλ = 1 + 0 · i at all wavelengths. The dielectric
functions of a material can be expressed from the optical constants as

ε = ε′ + ε′′ · i, ε′ = n2 − k2, ε′′ = 2nk − 4πσ
ω

, (A.2)

where σ is the conductivity and ω = 2πν = 2πc/λ is the circular frequency.
Recently, the optical constants of various materials expected to be present in cosmic objects have

been compiled by Jäger et al. (2003) in an extended database and published in the Internet: www.

astro.uni-jena.de/Laboratory/Database/jpdoc/index.html.
Given the fact that dust grains in real astronomical objects are far from being homogeneous (made

of one material) and likely have composite (fine mixture of various materials) or layered structure,
it is important to have a mathematical tool to combine refractive indices of several dust components
in a grain into one effective index that can be used as a representation of the optical constants of
such a heterogeneous particle (Effective Medium Theory, EMT). Many such methods (mixing rules)
have been proposed over the last century; the most popular one is the classical rule of Bruggeman
(1935) that allows to calculate the effective dielectric constant of a two-component medium from the
dielectric permittivities εi and volume fractions fi of the components:

f
ε1 − εeff

ε1 + 2εeff

+ (1 − f )
ε2 − εeff

ε2 + 2εeff

= 0. (A.3)

This rule has been generalised to many components by Ossenkopf (1991). It is applied to compute
the effective optical constants of composite aggregates in my opacity model.

To translate the dielectric functions of aggregates into the optical properties, I use the spectral
representation of inhomogeneous media (Bergman, 1978), allowing to separate the influence of the
topological structure of an aggregate and its optical constants on the resulting optical characteristics
in the static limit (Henning and Stognienko, 1996). It can be written as (Ghosh and Fuchs, 1991)

εeff = ε2

(
1 − f

∫ 1

0

G(n)
t − n

dn
)
, t =

1
1 − ε1/ε2

, (A.4)

i

www.astro.uni-jena.de/Laboratory/Database/jpdoc/index.html
www.astro.uni-jena.de/Laboratory/Database/jpdoc/index.html
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where n is a depolarisation factor and G(n) is the distribution of these factors associated with the
topology of the component 1, which must satisfy the two moment equations:

∫ 1

0
G(n)dn = 1,

∫ 1

0
nG(n)dn =

1 − f
3

. (A.5)

Eq. (A.4) can be understood as follows. All possible resonanses of a two-phase medium occur if the
quantity t is real and 0 ≤ t ≤ 1, and is also determined by the spectral function G(n). For astrophys-
ically important materials, which have usually =(mλ) > 0, t is not a real number, and thus the only
resonances contributing to the integral (A.4) occur at n ∼ 0. Note that a mode at the depolarisation
factor n = 0 describes the percolation of component 1 in component 2, therby determining the optical
behaviour of the entire aggregate particle. This parameter depends on both the number of sub-grains
in a particle and its topology. Thus, it differs for BPCA and BCCA aggregates. The physical meaning
of this quantity is that it describes a fractional amount of material forming conducting paths inside the
aggregate.

The major obstacle of this approach is that there is no simple way to compute the spectral function
for a given aggregate topology, and only a limited number of topologies can be studied (e.g., Fuchs,
1975; Hinsen and Felderhof, 1992). I use the discrete multi-pole method (DMM) to calculate the
spectral function of the aggregated particles of a special topology, when their sub-grains touch each
other only at one point (Hinsen and Felderhof, 1992). Unfortunately, the DMM method is not able to
account for the percolation strength g0. Therefore, I use the upper limit on the percolation strength:

g0 ≈ Rex

N
, (A.6)

where Rex is the radius of the outermost sphere covering the aggregate particle and N is the amount
of sub-grains in an aggregate particle.

The simplest possible spectral function is considered:

Gsimp(n) = g0δ(n) + g1δ(n − n1), (A.7)

where g1 and n1 are the strength and location of the second resonance, which are defined by the
moment equation (A.5): g1 = 1 − g0 and n1 = (1 − f )/3g1, respectively. Consequently, the effective
dielectric function of an aggregate particle can be written as

εeff = ε2

(
1 − f g0

t
− f g1

t − n1

)
. (A.8)

In the aggregate model, it is assumed that the second component of the two-phase medium is vacuum,
whereas the first component is any dust constituent from Table 2.1 (homogeneous aggregates) or their
EMT mixture (composite aggregates).

According to Henning and Stognienko (1996), the corresponding filling factors f and percolation
strengths g0 for the considered BPCA and BCCA can be parameterised as follows:

f = a1RD−3
ex (1 + b1Rc1

ex), g0 = a2R1−D
ex (1 + b2Rc2

ex). (A.9)

Here D = 3.0 and D = 1.96 are the fractal dimensions of BCCA and BPCA aggregates, respectively
(Blum et al., 1994), and the fit coefficients are summarised in Table A.1.
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Table A.1. Fit coefficients for the filling factors and percolation strengths of aggregates

Aggregate Parameter Value Parameter Value Parameter Value

BCCA a1 0.279 b1 4.01 c1 -1.34

BCCA a2 4.28 b2 -6.11 c2 -1.57

BPCA a1 0.0457 b1 696.0 c1 -3.93

BPCA a2 22.2 b2 -12400 c2 -5.79

References. — Adopted from Henning and Stognienko (1996).
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Appendix B

Surface species and reactions adopted in the
disc chemical model

Table B.1. Desorption energies of surface species∗

Species Edes Species Edes Species Edes Species Edes Species Edes

[K] [K] [K] [K]

C 800 C2 1210 C2H 1460 C2H2 2490 C2H3 1760

C2H4 2010 C2H5 2110 C2H5OH 3470 C2H6 2320 C2H6CO 2820

C2S 2500 C3 2010 C3H 2270 C3H2 2110 C3H3 2220

C3H4 2470 C3N 2720 C3O 2520 C3P 3245 C3S 3000

C4 2420 C4H 2670 C4H2 2920 C4P 3452 C4S 3500

C5 3220 C5H 3470 C5H2 3730 C5H4 4030 C5N 3930

C6 3620 C6H 3880 C6H2 4130 C7 4430 C7H 4680

C7H2 4930 C7H4 5240 C7N 5130 C8 4830 C8H 5080

C8H2 5340 C9 5640 C9H 5890 C9H2 6140 C9N 6340

CCl 2509 CCN 2010 CCO 2010 CCP 2762 CH 654

CH2 956 CH2CN 2470 CH2CO 2520 CH2NH 1560 CH2PH 2471

CH3 1160 CH3CHO 2870 CH3CN 2270 CH3OCH3 2820 CH3OH 2060

CH4 1120 CHOOH 2570 Cl 1216 ClO 2141 CN 1510

CO 1210 CO2 2690 CP 1950.4 CS 2000 D 450

HDO 3676 OD 1230 Fe 4200 H 350 H2 450

H2C3 1902 H2CN 1643.2 H2CO 1760 H2CS 2250 H2O 4820

H2O2 2520 H2S 1800 H2S2 2600 H2SiO 6956 H3C3N 3270

H3C4N 3782 H3C6N 5178 H3C8N 6238 HC3N 2970 HC5N 4180

HC7N 5390 HC9N 6590 HCCP 3256.6 HCl 1823 HCN 4280

HCO 1510 HCOOCH3 3002 HCP 1952 HCS 2000 HCSi 8599

HNC 1510 HNO 1510 HNSi 8699 HPO 2399 HS 1500

HS2 2300 Mg 5300 N 800 N2 750 N2O 2290

Na 11800 NH 604 NH2 856 NH3 3080 NO 1210

NO2 1855 NS 2000 O 800 O2 1210 O2H 1510

OCN 2010 OCS 3000 OH 1260 P 1549 PH 1599

continued on next page
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Species Edes Species Edes Species Edes Species Edes Species Edes

[K] [K] [K] [K]

PH2 1649 PN 2249 PO 2349 S 1100 S2 2000

Si 2700 SiC 3500 SiC2 2656 SiC2H 2656 SiC2H2 2706

SiC3 3206 SiC3H 3256 SiC4 3806 SiCH2 2106 SiCH3 2156

SiH 2940 SiH2 3190 SiH3 3440 SiH4 3690 SiN 2105

SiNC 2705 SiO 3500 SiO2 2726 SiS 3800 SO 2000

SO2 3070

∗ The values that end with a non-zero digit are calculated by Eq. (3.10) in Section 3.2.

Table B.2. Set of the adopted surface reactions

Reaction α0 β γ Reaction α0 β γ

[cm−3 s−1] [K] [cm−3 s−1] [K]

gH + gC→ gCH 1.94 · 1012 0 0 gH + gN→ gNH 1.94 · 1012 0 0

gH + gO→ gOH 1.94 · 1012 0 0 gH + gS→ gHS 1.94 · 1012 0 0

gH + gSi→ gSiH 1.94 · 1012 0 0 gH + gCH→ gCH2 1.94 · 1012 0 0

gH + gNH→ gNH2 1.94 · 1012 0 0 gH + gOH→ gH2O 1.94 · 1012 0 0

gH + gSiH→ gSiH2 1.94 · 1012 0 0 gH + gHS→ gH2S 1.94 · 1012 0 0

gH + gC2 → gC2H 1.94 · 1012 0 0 gH + gCN→ gHCN 1.94 · 1012 0 0

gH + gCO→ gHCO 2.57 · 106 0 1000 gH + gNO→ gHNO 1.94 · 1012 0 0

gH + gO2 → gO2H 1.51 · 106 0 1200 gH + gCS→ gHCS 5.15 · 106 0 1000

gH + gCH2 → gCH3 1.94 · 1012 0 0 gH + gNH2 → gNH3 1.94 · 1012 0 0

gH + gSiH2 → gSiH3 1.94 · 1012 0 0 gH + gH2S→ gH2 + gHS 1.31 · 107 0 860

gH + gC2H→ gC2H2 1.94 · 1012 0 0 gH + gHCO→ gH2CO 1.94 · 1012 0 0

gH + gO2H→ gH2O2 1.94 · 1012 0 0 gH + gC3 → gC3H 1.94 · 1012 0 0

gH + gCH3 → gCH4 1.94 · 1012 0 0 gH + gSiH3 → gSiH4 1.94 · 1012 0 0

gH + gH2CO→ gHCO + gH2 5.06 · 104 0 1850 gH + gH2O2 → gH2O + gOH 4.90 · 105 0 1400

gH + gC2H2 → gC2H3 1.43 · 106 0 1210 gH + gC3H→ gC3H2 1.94 · 1012 0 0

gH + gC4 → gC4H 1.94 · 1012 0 0 gH + gC3N→ gHC3N 1.94 · 1012 0 0

gH + gC2H3 → gC2H4 1.94 · 1012 0 0 gH + gC3H2 → gC3H3 1.43 · 106 0 1210

gH + gC4H→ gC4H2 1.94 · 1012 0 0 gH + gC5 → gC5H 1.94 · 1012 0 0

gH + gC2H4 → gC2H5 2.88 · 107 0 750 gH + gC3H3 → gC3H4 1.94 · 1012 0 0

gH + gC5H→ gC5H2 1.94 · 1012 0 0 gH + gC5N→ gHC5N 1.94 · 1012 0 0

gH + gC6 → gC6H 1.94 · 1012 0 0 gH + gC2H5 → gC2H6 1.94 · 1012 0 0

gH + gC6H→ gC6H2 1.94 · 1012 0 0 gH + gC7 → gC7H 1.94 · 1012 0 0
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Reaction α0 β γ Reaction α0 β γ

[cm−3 s−1] [K] [cm−3 s−1] [K]

gH + gC7H→ gC7H2 1.94 · 1012 0 0 gH + gC7N→ gHC7N 1.94 · 1012 0 0

gH + gC8 → gC8H 1.94 · 1012 0 0 gH + gC8H→ gC8H2 1.94 · 1012 0 0

gH + gC9 → gC9H 1.94 · 1012 0 0 gH + gC9H→ gC9H2 1.94 · 1012 0 0

gH + gC9N→ gHC9N 1.94 · 1012 0 0 gH + gHNO→ gNO + gH2 3.68 · 105 0 1500

gH + gHCS→ gH2CS 1.94 · 1012 0 0 gH + gOCS→ gCO + gHS 1.94 · 1012 0 0

gH + gH2O2 → gO2H + gH2 5.16 · 104 0 1900 gH + gCH4 → gCH3 + gH2 1.27 · 10−1 0 5940

gH + gC2H6 → gC2H5 + gH2 1.44 0 4890 gH + gH2CN→ gCH2NH 1.94 · 1012 0 0

gC + gC→ gC2 3.71 · 103 0 0 gC + gN→ gCN 3.57 · 103 0 0

gC + gO→ gCO 3.46 · 103 0 0 gC + gS→ gCS 1.86 · 103 0 0

gC + gCH→ gC2H 1.33 · 105 0 0 gC + gNH→ gHNC 5.28 · 105 0 0

gC + gOH→ gCO + gH 9.30 · 102 0 0 gC + gC2 → gC3 1.86 · 103 0 0

gC + gCN→ gCCN 1.86 · 103 0 0 gC + gNO→ gOCN 1.86 · 103 0 0

gC + gO2 → gCO + gO 1.86 · 103 0 0 gC + gCH2 → gC2H2 1.86 · 103 0 0

gC + gNH2 → gHNC + gH 2.16 · 103 0 0 gC + gC3 → gC4 1.86 · 103 0 0

gC + gC2H→ gC3H 1.86 · 103 0 0 gC + gCCN→ gC3N 1.86 · 103 0 0

gC + gOCN→ gCO + gCN 1.86 · 103 0 0 gC + gCH3 → gC2H3 1.86 · 103 0 0

gC + gC3H→ gC4H 1.86 · 103 0 0 gC + gC4 → gC5 1.86 · 103 0 0

gC + gC5 → gC6 1.86 · 103 0 0 gC + gC2H3 → gC3H3 1.86 · 103 0 0

gC + gC6 → gC7 1.86 · 103 0 0 gC + gC7 → gC8 1.86 · 103 0 0

gC + gC8 → gC9 1.86 · 103 0 0 gC + gC4H→ gC5H 1.86 · 103 0 0

gC + gC5H→ gC6H 1.86 · 103 0 0 gC + gC6H→ gC7H 1.86 · 103 0 0

gC + gC7H→ gC8H 1.86 · 103 0 0 gC + gC8H→ gC9H 1.86 · 103 0 0

gC + gHS→ gCS + gH 1.86 · 103 0 0 gC + gNS→ gCN + gS 1.86 · 103 0 0

gC + gSO→ gCO + gS 1.86 · 103 0 0 gC + gCCO→ gC3O 1.86 · 103 0 0

gN + gN→ gN2 3.43 · 103 0 0 gN + gO→ gNO 3.32 · 103 0 0

gN + gCH→ gHCN 1.33 · 105 0 0 gN + gC2 → gCCN 1.72 · 103 0 0

gN + gC3 → gC3N 1.72 · 103 0 0 gN + gC3H→ gHC3N 1.72 · 103 0 0

gN + gC5 → gC5N 1.72 · 103 0 0 gN + gC5H→ gHC5N 1.72 · 103 0 0

gN + gC7 → gC7N 1.72 · 103 0 0 gN + gC7H→ gHC7N 1.72 · 103 0 0

gN + gC9 → gC9N 1.72 · 103 0 0 gN + gC9H→ gHC9N 1.72 · 103 0 0

gN + gS→ gNS 1.72 · 103 0 0 gN + gHS→ gNS + gH 1.72 · 103 0 0

gN + gNS→ gN2 + gS 1.73 · 103 0 0 gN + gCH2 → gH2CN 1.73 · 103 0 0

gN + gO2H→ gO2 + gNH 1.72 · 103 0 0 gO + gO→ gO2 3.21 · 103 0 0

gO + gS→ gSO 1.61 · 103 0 0 gO + gCH→ gHCO 1.33 · 105 0 0

gO + gNH→ gHNO 5.28 · 105 0 0 gO + gOH→ gO2H 1.61 · 103 0 0
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Reaction α0 β γ Reaction α0 β γ

[cm−3 s−1] [K] [cm−3 s−1] [K]

gO + gCN→ gOCN 1.61 · 103 0 0 gO + gCO→ gCO2 2.13 · 10−3 0 1000

gO + gCS→ gOCS 1.61 · 103 0 0 gO + gSO→ gSO2 1.61 · 103 0 0

gO + gHCO→ gCO2 + gH 1.61 · 103 0 0 gO + gCH2 → gH2CO 1.61 · 103 0 0

gO + gC3 → gC3O 1.61 · 103 0 0 gO + gHS→ gSO + gH 1.61 · 103 0 0

gO + gC2 → gCCO 1.61 · 103 0 0 gO + gNS→ gNO + gS 1.61 · 103 0 0

gO + gNH2 → gHNO + gH 1.91 · 103 0 0 gO + gO2H→ gO2 + gOH 1.61 · 103 0 0

gO + gHNO→ gNO + gOH 1.61 · 103 0 0 gS + gCH→ gHCS 1.31 · 105 0 0

gS + gNH→ gNS + gH 5.26 · 105 0 0 gS + gCH3 → gH2CS + gH 2.05 · 10−1 0 0

gCH + gCH→ gC2H2 2.63 · 105 0 0 gCH + gOH→ gH2CO 1.31 · 105 0 0

gCH + gC2 → gC3H 1.31 · 105 0 0 gCH + gC2H→ gC3H2 1.31 · 105 0 0

gCH + gHNO→ gNO + gCH2 1.31 · 105 0 0 gCH + gCH3 → gC2H4 1.31 · 105 0 0

gCH + gC3 → gC4H 1.31 · 105 0 0 gCH + gC4 → gC5H 1.31 · 105 0 0

gCH + gC5 → gC6H 1.31 · 105 0 0 gCH + gC6 → gC7H 1.31 · 105 0 0

gCH + gC7 → gC8H 1.31 · 105 0 0 gCH + gC8 → gC9H 1.31 · 105 0 0

gCH + gNH→ gH2CN 2.19 · 105 0 0 gCH + gNH→ gHCN gH 2.19 · 105 0 0

gCH + gNH→ gHNC gH 2.19 · 105 0 0 gCH + gNO→ gHCN gO 1.31 · 105 0 0

gCH + gO2 → gHCO gO 1.31 · 105 0 0 gCH + gNH2 → gCH2NH 1.32 · 105 0 0

gCH + gC3H→ gC4H2 1.31 · 105 0 0 gCH + gC4H→ gC5H2 1.31 · 105 0 0

gCH + gC5H→ gC6H2 1.31 · 105 0 0 gCH + gC6H→ gC7H2 1.31 · 105 0 0

gCH + gC7H→ gC8H2 1.31 · 105 0 0 gCH + gC8H→ gC9H2 1.31 · 105 0 0

gCH + gC2H3 → gC3H4 1.31 · 105 0 0 gNH + gCH2 → gCH2NH 5.26 · 105 0 0

gOH + gOH→ gH2O2 3.97 · 10−3 0 0 gOH + gCO→ gCO2 + gH 1.02 · 10−12 0 300

gOH + gHCO→ gCHOOH 1.99 · 10−3 0 0 gOH + gCH3 → gCH3OH 4.27 · 10−2 0 0

gOH + gH2CO→ gHCO + gH2O 1.99 · 10−3 0 0 gH2 + gOH→ gH2O + gH 2.20 · 10−2 0 2600

gH2 + gCN→ gHCN + gH 1.33 0 2070 gH2 + gNH2 → gNH3 + gH 2.49 · 10−8 0 6300

gH2 + gCH2 → gCH3 + gH 1.58 · 10−3 0 3530 gH2 + gCH3 → gCH4 + gH 1.82 · 10−8 0 6440

gH2 + gC2 → gC2H + gH 3.39 · 10−5 0 4200 gH2 + gC2H→ gC2H2 + gH 3.21 · 10−5 0 4200

gH2 + gC3 → gC3H + gH 2.13 · 10−5 0 4200 gH2 + gC3H→ gC3H2 + gH 2.07 · 10−5 0 4200

gH2 + gC4 → gC4H + gH 1.67 · 10−5 0 4200 gH2 + gC4H→ gC4H2 + gH 1.65 · 10−5 0 4200

gH2 + gC5 → gC5H + gH 1.44 · 10−5 0 4200 gH2 + gC5H→ gC5H2 + gH 1.43 · 10−5 0 4200

gH2 + gC6 → gC6H + gH 1.31 · 10−5 0 4200 gH2 + gC6H→ gC6H2 + gH 1.30 · 10−5 0 4200

gH2 + gC7 → gC7H + gH 1.22 · 10−5 0 4200 gH2 + gC7H→ gC7H2 + gH 1.21 · 10−5 0 4200

gH2 + gC8 → gC8H + gH 1.15 · 10−5 0 4200 gH2 + gC8H→ gC8H2 + gH 1.14 · 10−5 0 4200

gH2 + gC9 → gC9H + gH 1.11 · 10−5 0 4200 gH2 + gC9H→ gC9H2 + gH 1.10 · 10−5 0 4200

gCH2 + gCN→ gCH2CN 17.1 0 0 gCH2 + gHNO→ gCH3 + gNO 17.1 0 0
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Reaction α0 β γ Reaction α0 β γ

[cm−3 s−1] [K] [cm−3 s−1] [K]

gCH3 + gCN→ gCH3CN 4.08 · 10−2 0 0 gCH3 + gHNO→ gCH4 + gNO 4.08 · 10−2 0 0

gCH3 + gHCO→ gCH3CHO 4.08 · 10−2 0 0 gCH3 + gC3N→ gH3C4N 4.08 · 10−2 0 0

gCH3 + gC5N→ gH3C6N 4.08 · 10−2 0 0 gCH3 + gC7N→ gH3C8N 4.08 · 10−2 0 0

gCH4 + gC2H→ gC2H2 + gCH3 2.16 · 10−13 0 250

Adopted from Hasegawa et al. (1992) and Hasegawa & Herbst (1993).
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